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Objectives

• To enrich our knowledge about Bayesian regression particularly Bayesian

linear regression and Bayesian analysis which has wide application in

many fields using R and python as statistical tool.



CUMULATIVE SUM CONTROL CHARTS FOR

CENSORED LIFE DATA

Dissertation report submitted to Christ College(Autonomous)

in partial fulfillment of the award of the Msc.Degree

programme in Statistics

by

SANTHIKRISHNA T U

Register No.CCAVMST010

Department of Statistics

Christ College(Autonomous) Irinjalakuda

2023



CERTIFICATE

This is to certify that the project entitledCUMULATIVE SUMCON-

TROL CHARTS FOR CENSORED LIFE DATA, submitted to the

Department of Statistics in Partial fulfillment of the requirements for the

award of the Masters Degree in Statistics, is a bonafied record of original

research work done by SANTHIKRISHNA T U(CCAVMST010) dur-

ing the period of his study in the Department of Statistics, Christ College

(Autonomous) Irinjalakuda, Thrissur, under my supervision and guidance

during the year 2022-2023.

Mrs.Mary Priya Dr.Davis Mundassery

Assistant Professor Head of the Department

Department of Statistics Department of Statistics

Christ College (Autonomous) Christ College (Autonomous)

Irinjalakuda Irinjalakuda

External Examiner:

Place:

Date:



DECLARATION

I hereby declare that the matter embodied in the project entitled ’CUMULA-

TIVE SUM CONTROL CHARTS FOR CENSORED LIFE DATA’, submit-

ted to the Department of Statistics in partial fulfillment of the requirements

for the award of the Masters Degree in Statistics, is the result of my studies

and this project has been composed by me under the Guidence and Supervi-

sion of Mrs.Mary Priya, Assistant Professor, Department of Statistics, Christ

College (Autonomous) Irinjalakuda, during 2022-2023.

I also declare that this project has not been previously formed the basis for

the award of any degree, diploma, associateship, fellowship etc. of any other

university or institution.

Irinjalakuda

Date: SANTHIKRISHNA T U



ACKNOWLEDGEMENT

This project would not have been possible without the guidance and the help

of several individuals who in one way or another contributed and extended

their valuable assistance in the preparation and completion of the study.

I would like to express my deepest gratitude to my guide Mrs.Mary Priya

, Assistant Professor, Department of Statistics,whose guidance has been of

immense help in successfully completing this report.

With great pleasure, I take this opportunity to express my sincere grati-

tude to my respected teachers, friends and non teaching staff of Department

of Statistics, Christ College (Autonomous) Irinjalakuda, for their valuable

advice and encouragement throughout my course.

Last but not least, I am indebted to my parents for their unconditional love

and support.

Irinjalakuda

Date: SANTHIKRISHNA T U



Contents

1 Introduction 8

1.1 Quality control and control charts . . . . . . . . . . . . . . . . 8

1.2 cumulative sum control(CUSUM) chart . . . . . . . . . . . . . 11

1.3 Life data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.4 censoring . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

1.5 Distributions typically used to model lifetime Data . . . . . . 16

1.6 Gamma Distribution and

its applications . . . . . . . . . . . . . . . . . . . . . . . . . . 18

1.7 Weibull Distribution and its applications . . . . . . . . . . . . 21

2 CUSUM Control Charts for censored Gamma distribution 25

2.0.1 Likelihood Ratio Statistic . . . . . . . . . . . . . . . . 25

4



2.0.2 Upper and lower chart statistics . . . . . . . . . . . . . 27

2.0.3 Measures of chart performance . . . . . . . . . . . . . . 28

2.1 Relevance Of Average Run Length . . . . . . . . . . . . . . . 30

2.2 A Typical CUSUM Chart Illustration of censored Gamma Dis-

tributed data . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3 CUSUM Charts For Censored Weibull Distribution 32

3.1 properties of CUSUM charts for detecting changes in the shape

parameter, when the scale parameter is fixed . . . . . . . . . 34

3.1.1 Simulation Description . . . . . . . . . . . . . . . . . . 34

3.2 CUSUM Chart for a Simultaneous Shift in the scale and the

Shape parameters of the weibull Distribution . . . . . . . . . . 36

3.3 A Typical CUSUM Chart Illustration of Censored Weibull dis-

tributed data . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.4 Histogram plot . . . . . . . . . . . . . . . . . . . . . . . . . . 39

4 Conclusion 40

5



List of Figures

1.1 CUSUM Chart . . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.2 Different Censoring . . . . . . . . . . . . . . . . . . . . . . . . 16

1.3 pdf plot of Gamma distribution . . . . . . . . . . . . . . . . . 20

1.4 pdf of Weibull Distribution . . . . . . . . . . . . . . . . . . . . 24

3.1 cusum chart of simulated censored weibull lifetimes . . . . . . 38

3.2 Histogram plot of lifetimes . . . . . . . . . . . . . . . . . . . . 39

6



Objectives

To reinforce our knowledge on Statistical Quality Control by making use of

distributions and applying them to real life scenarios.

To enhance our knowledge on weibull distribution as a characteristic life dis-

tibution and gamma distribution that has wide application in real life as a

pulse.
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Chapter 1

INTRODUCTION

1.1 Introduction

Kerala is a state on the Malabar coast of India. Which is famous for its cul-

ture, traditions and also for its economy. Kerala was a model for high human

development at low incomes. But in recent years the income levels also have

risen. Kerala is gradually shifting from an agrarian economy to a market

economy. And the economy of Kerala is the 9th largest in India, with an

annual gross state production of rs.9.78 lakh crore in 2020-2021. Small scale

businesses in Kerala plays a significant role in contributing to the burgeoning

economy of Kerala.

The pandemic created a complex and chaotic business environment. the

impact of the outbreak of covid-19 has left the entrepreneur’s on edge in Ker-

ala. The pandemic has severely affected human life cycle, in an enormous

way. The outbreak of Covid-19 has created the nationwide lockdown which

lead to serious problems to multiple sectors of economy.

7



ON GENERATING DISCRETE
MODELS OF CONTINUOUS

DISTRIBUTIONS

Project report submitted to Christ College (Autonomous)

in partial fulfilment for the award of the M.Sc. Degree

programme in Statistics

by

SONA ANS REJI

Register No. CCAVMST013

Department of Statistics

Christ College (Autonomous)

Irinjalakuda

2023



CERTIFICATE

This is to certify that the project entitled “ON GENERATING

DISCRETEMODELS OF CONTINUOUS DISTRIBUTIONS”, sub-

mitted to the Department of Statistics in partial fulfillment of the require-

ments for the award of the Masters Degree in Statistics, is a bonafied record of

original research work done by SONA ANS REJI (CCAVMST013) dur-

ing the period of her study in the Department of Statistics, Christ College

(Autonomous) Irinjalakuda, Thrissur, under my supervision and guidance

during the year 2022-2023.

Dr. Davis Antony Mundassery

Head of the Department(Self Financing)

Department of Statistics

Christ College (Autonomous)

Irinjalakuda

External Examiner:

Place : Irinjalakuda

Date :20/07/2023



DECLARATION

I hereby declare that the matter embodied in the project entitled

’ ON GENERATING DISCRETE MODELS OF CONTINUOUS

DISTRIBUTIONS’, submitted to the Department of Statistics in partial ful-

fillment of the requirements for the award of the Masters Degree in Statistics,

is the result of my studies and this project has been composed by me under

the Guidence and Supervision of Dr.Davis Antony Mundassery, Head of the

Department(Self Financing), Department of Statistics, Christ College (Au-

tonomous) Irinjalakuda, during 2022-2023.

I also declare that this project has not been previously formed the basis for

the award of any degree, diploma, associateship, fellowship etc. of any other

university or institution.

Irinjalakuda

Date:20/07/2023 SONA ANS REJI

3



ACKNOWLEDGEMENT

I would like to express my deepest gratitude to the following individuals and

organizations for their invaluable contributions to the completion of this dis-

sertation:

First and foremost, I am profoundly grateful to my supervisor,

Dr.Davis Antony Mundassery, for his exceptional guidance, unwavering sup-

port, and valuable insights throughout the entire research process. His ex-

pertise, patience, and encouragement have been instrumental in shaping this

dissertation.

I would like to give my sincere thanks to my teachers for the inspiration, en-

couragement and technical help they bestowed upon me. I am indebted to the

faculty of the department for sharing with me their knowledge base and for

giving me a better perspective of the subject and for providing the necessary

facilities during the span of my study.

My sincere thanks to Librarian and non-teaching staff of the Christ college

(Autonomous) Irinjalakuda for their help and co-operations. Also, I would

also like to thank my friends and colleagues for their encouragement and

support during this period. Their words of encouragement, stimulating dis-

cussions, and willingness to lend a helping hand have been invaluable. Last

but not least, I am indebted to my parents for their unconditional love and

support.

Irinjalakuda

Date:20/07/2023 SONA ANS REJI



Contents

1 INTRODUCTION 9

2 DISCRETE FAMILY OF DISTRIBUTIONS:

Methodology 11

2.1 Distribution function . . . . . . . . . . . . . . . . . . . . . . . 14

2.2 Hazard rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.3 Reversed hazard rate . . . . . . . . . . . . . . . . . . . . . . . 15

2.4 Second rate of failure . . . . . . . . . . . . . . . . . . . . . . . 16

2.5 Probability generating function,Moments and Quantiles . . . . 16

3 GENERATING SPECIAL MODELS 19

3.1 Discrete Exponential Distribution . . . . . . . . . . . . . . . . 19

3.1.1 Probability mass function . . . . . . . . . . . . . . . . 19

3.1.2 Distribution and Survival function . . . . . . . . . . . . 22

3.1.3 Hazard rates . . . . . . . . . . . . . . . . . . . . . . . . 22

3.1.4 PGF, Moments . . . . . . . . . . . . . . . . . . . . . . 23

3.2 Discrete Uniform Distribution . . . . . . . . . . . . . . . . . . 23

3.2.1 Probability Mass Function . . . . . . . . . . . . . . . . 23

3.2.2 Distribution and Survival Function . . . . . . . . . . . 26

3.2.3 Hazard rates . . . . . . . . . . . . . . . . . . . . . . . . 26

5



3.2.4 PGF, Moments . . . . . . . . . . . . . . . . . . . . . . 27

3.3 Discrete Rayleigh Distribution . . . . . . . . . . . . . . . . . . 27

3.3.1 Probability Mass Function . . . . . . . . . . . . . . . . 27

3.3.2 Distribution and Survival Function . . . . . . . . . . . 30

3.3.3 Hazard rates . . . . . . . . . . . . . . . . . . . . . . . 30

3.3.4 PGF , Moments . . . . . . . . . . . . . . . . . . . . . . 30

3.4 Discrete Half Logistic Distribution . . . . . . . . . . . . . . . . 31

3.4.1 Probability Mass Function . . . . . . . . . . . . . . . . 31

3.4.2 Distribution and Survival Function . . . . . . . . . . . 34

3.4.3 Hazard rates . . . . . . . . . . . . . . . . . . . . . . . . 34

3.4.4 PGF , Moments . . . . . . . . . . . . . . . . . . . . . . 35

3.5 Discrete Lindley Distribution . . . . . . . . . . . . . . . . . . 36

3.5.1 Probability Mass Function . . . . . . . . . . . . . . . . 36

3.5.2 Distribution and Survival Function . . . . . . . . . . . 38

3.5.3 Hazard rates . . . . . . . . . . . . . . . . . . . . . . . . 38

3.5.4 PGF , Moments . . . . . . . . . . . . . . . . . . . . . . 39

3.6 Discrete Pareto Distribution . . . . . . . . . . . . . . . . . . . 39

3.6.1 Probability Mass Function . . . . . . . . . . . . . . . . 40

3.6.2 Distribution and Survival Function . . . . . . . . . . . 42

3.6.3 Hazard rates . . . . . . . . . . . . . . . . . . . . . . . . 42

3.6.4 PGF , Moments . . . . . . . . . . . . . . . . . . . . . . 43

3.7 Discrete Burr Distribution . . . . . . . . . . . . . . . . . . . . 44

3.7.1 Probability Mass Function . . . . . . . . . . . . . . . . 44

3.7.2 Distribution and Survival Function . . . . . . . . . . . 46

3.7.3 Hazard rates . . . . . . . . . . . . . . . . . . . . . . . . 46

3.7.4 PGF , Moments . . . . . . . . . . . . . . . . . . . . . . 46



4 CONCLUSION 48

4.1 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

7



List of Figures

3.1 The pmf of DE(α,θ,p) for different values of α,θ,p . . . . . . . 21

3.2 The pmf of DU(α,θ,a) for different values of α,θ,a . . . . . . . 25

3.3 The pmf of DR(α,θ,p) for different values of α,θ,p . . . . . . . 29

3.4 The pmf of DHL(α,θ,p) for different values of α,θ,p . . . . . . 33

3.5 The pmf of DL(α,θ,a) for different values of α,θ,a . . . . . . . 37

3.6 The pmf of DP(α,θ,a,k) for different values of α,θ,a,k . . . . . 41

3.7 The pmf of DB(α,θ,c,k) for different values of α,θ,c,k . . . . . 45



ON A NEW FLEXIBLE GENERALIZED

FAMILY OF DISTRIBUTIONS

Dissertation report submitted to Christ College (Autonomous) in partial

fulfilment of the requirement for the award of M.Sc. Degree

programme in Statistics

by

SONA K P

Register No.CCAVMST014

Department of Statistics

Christ College (Autonomous)

Irinjalakuda

2023



CERTIFICATE

This is to certify that the Dissertation entitled ‘ON A NEW FLEXI-

BLE GENERALIZED FAMILY OF DISTRIBUTIONS’, submitted

to the Department of Statistics in Partial fulfillment of the requirements for

the award of the Masters Degree in Statistics, is a bonafied record of original

research work done by SONA K P (CCAVMST014) during the period

of her study in the Department of Statistics, Christ College (Autonomous)

Irinjalakuda, Thrissur, under my supervision and guidance during the year

2021-2023.

Dr.Davis Antony Mundassery

Head of the Department

Department of Statistics (Self Financing)

Christ College (Autonomous)

Irinjalakuda

External Examiner:

Place:

Date:



DECLARATION

I hereby declare that the matter embodied in the Dissertation entitled ’ON A

NEW FLEXIBLE GENERALIZED FAMILY OF DISTRIBUTIONS’, sub-

mitted to the Department of Statistics in partial fulfillment of the require-

ments for the award of the Masters Degree in Statistics, is the result of my

studies and this dissertation has been composed by me under the Guidance

and Supervision of Dr.Davis Antony Mundassery, Head of the Department,

Department of Statistics (Self Financing), Christ College (Autonomous) Ir-

injalakuda, during 2021-2023.

I also declare that this Dissertation has not been previously formed the basis

for the award of any degree, diploma, associateship, fellowship etc. of any

other university or institution.

Irinjalakuda

Date: SONA K P



ACKNOWLEDGEMENT

This Dissertation would not have been possible without the guidance and

the help of several individuals who in one way or another contributed and

extended their valuable assistance in the preparation and completion of the

study.

I would like to express my deepest gratitude to my guide Dr.Davis Antony

Mundassery, Head of the Department, Department of Statistics (Self Financ-

ing) , whose guidance has been of immense help in successfully completing

this report.

With great pleasure, I take this opportunity to express my sincere grati-

tude to my respected

teachers, friends and non teaching staff of Department of Statistics, Christ

College (Autonomous) Irinjalakuda, for their valuable advice and encourage-

ment throughout my course.

Last but not least, I am indebted to my parents for their unconditional

love and support.

Irinjalakuda

Date: SONA K P



Contents

1 INTRODUCTION 6

1.1 Kumaraswamy Distribution . . . . . . . . . . . . . . . . . . . 9

1.2 Exponential Distribution . . . . . . . . . . . . . . . . . . . . . 11

1.3 Weibull Distribution . . . . . . . . . . . . . . . . . . . . . . . 13

1.4 Burr type XII Distribution . . . . . . . . . . . . . . . . . . . . 15

1.5 Pareto Distribution . . . . . . . . . . . . . . . . . . . . . . . . 17

2 NEW FLEXIBLE GENERALIZED FAMILY 19

2.1 The Proposed Flexible G-Family . . . . . . . . . . . . . . . . . 19

2.2 New Flexible Weibull Model . . . . . . . . . . . . . . . . . . . 21

2.3 New Flexible BurrXII Model . . . . . . . . . . . . . . . . . . . 22

2.4 New Flexible Pareto Model . . . . . . . . . . . . . . . . . . . 24

4



3 NEW FLEXIBLE KUMARASWAMY DISTRIBUTION 26

3.1 Order Statistics . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.1.1 rth Order Statistics X(r) . . . . . . . . . . . . . . . . . 28

3.1.2 Probability Density Function of X(r) . . . . . . . . . . 29

3.2 Parameter Estimation . . . . . . . . . . . . . . . . . . . . . . 30

3.3 Simulation Study . . . . . . . . . . . . . . . . . . . . . . . . . 32

4 NEW FLEXIBLE EXPONENTIAL DISTRIBUTION 35

4.1 Order Statistics . . . . . . . . . . . . . . . . . . . . . . . . . . 37

4.1.1 rth Order Statistics X(r) . . . . . . . . . . . . . . . . . 37

4.1.2 Probability Density Function of X(r) . . . . . . . . . . 38

4.2 Parameter Estimation . . . . . . . . . . . . . . . . . . . . . . 39

4.3 Simulation Study . . . . . . . . . . . . . . . . . . . . . . . . . 40

5 CONCLUSION 43

6 BIBLIOGRAPHY 45

5



CLUSTER ANALYSIS

Dissertation report submitted to Christ College (Autonomous) in partial

fulfilment of the requirment for the award of M.Sc. Degree

programme in Statistics

by

SREYA SASI

Register No: CCAVMST015

Department of Statistics

Christ College (Autonomous)

Irinjalakuda

2023



CERTIFICATE

This is to certify that the Dissertation entitled ‘CLUSTER ANALY-

SIS’, submitted to the Department of Statistics in Partial fulfillment of the

requirements for the award of the Masters Degree in Statistics, is a bonafied

record of original research work done by SREYA SASI(CCAVMST015)

during the period of his study in the Department of Statistics, Christ College

(Autonomous) Irinjalakuda, Thrissur, under my supervision and guidance

during the year 2022-2023.

Sreedevi P N Dr.Davis Antony Mundassery

Assistant Professor Head of the Department(Self financing)

Department of Statistics Department of Statistics

Christ College (Autonomous) Christ College (Autonomous)

Irinjalakuda Irinjalakuda

External Examiner:

Place:

Date:



DECLARATION

I hereby declare that the matter embodied in the Dissertation entitled ’CLUS-

TER ANALYSIS’, submitted to the Department of Statistics in partial ful-

fillment of the requirements for the award of the Masters Degree in Statistics,

is the result of my studies and this Dissertation has been composed by me

under the Guidence and Supervision of SREEDEVI P N, Assistant Professor,

Department of Statistics, Christ College (Autonomous) Irinjalakuda, during

2022-2023.

I also declare that this project has not been previously formed the basis for

the award of any degree, diploma, associateship, fellowship etc. of any other

university or institution.

Irinjalakuda

Date: SREYA SASI



ACKNOWLEDGEMENT

This Dissertation would not have been possible without the guidance and

the help of several individuals who in one way or another contributed and

extended their valuable assistance in the preparation and completion of the

study.

I would like to express my deepest gratitude to my guide SREEDEVI P

N, Assistant Professor, Department of Statistics,whose guidance has been of

immense help in successfully completing this report.

With great pleasure, I take this opportunity to express my sincere grati-

tude to my respected teachers, friends and non teaching staff of Department

of Statistics, Christ College (Autonomous) Irinjalakuda, for their valuable

advice and encouragement throughout my course.

Last but not least, I am indebted to my parents for their unconditional

love and support.

Irinjalakuda

Date: SREYA SASI



Contents

1 Introduction 7

2 Cluster Analysis 13

2.1 Examples of the use of clustering . . . . . . . . . . . . . . . . 15

2.1.1 Market research . . . . . . . . . . . . . . . . . . . . . 15

2.1.2 Psychiatry . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.1.3 Machine Learning . . . . . . . . . . . . . . . . . . . . . 17

2.2 Different types of clusters . . . . . . . . . . . . . . . . . . . . 19

2.2.1 well separated clusters . . . . . . . . . . . . . . . . . . 19

2.2.2 prototype based . . . . . . . . . . . . . . . . . . . . . . 20

2.2.3 Density based . . . . . . . . . . . . . . . . . . . . . . . 21

2.2.4 Shared property based . . . . . . . . . . . . . . . . . . 22

4



2.2.5 Graph based . . . . . . . . . . . . . . . . . . . . . . . . 22

3 Hierarchical Clustering 24

3.1 Agglomerative methods . . . . . . . . . . . . . . . . . . . . . . 24

3.1.1 Nearest neighbour method (single linkage method) . . 25

3.1.2 Furthest neighbour method (complete linkage method) 26

3.1.3 Average (between groups) linkage method (sometimes

referred to as UPGMA) . . . . . . . . . . . . . . . . . 27

3.1.4 Centroid method . . . . . . . . . . . . . . . . . . . . . 27

3.1.5 Ward’s method . . . . . . . . . . . . . . . . . . . . . . 28

3.2 Dendogram . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.3 Divisive methods . . . . . . . . . . . . . . . . . . . . . . . . . 30

4 Non Hierarchical Clustering 33

4.1 Partitioning . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

4.2 k-means Clustering . . . . . . . . . . . . . . . . . . . . . . . . 34

5 Data Analysis 36

5



6 Conclusion 45

6.1 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

6


