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Introduction

In mathematics,Topology is from the Greek word ‘topos ’means place and ‘logos ’

means study. Topology is concerned with the properties of geometric objects

that are without preserved under continuous deformations such us stretching,

twisting, crumpling and bending, but not tearing or gluing.

A topological space is a set endowed with a structure called a topology, which

allows defining continues deformation of subspaces and more generally, all kinds

of continuity. Eucledian space and more generally, metric spaces are examples

of a topological space, as any distance or metric defines a topology. The defor-

mations that are considered as topology are homeomorphisms and homotopies.

A property that is invariant under such deformations is a topological property.

Basic examples of topological properties are the dimension; compactness; con-

nectedness.

Algebra is one of the broad parts of mathematics, together with number the-

ory, geometry and analysis. In its most general form, algebra is the study of

mathematical symbols and the rules for manipulating these symbols. It includes

everything from the elementary equations solving to the study of abstraction

such as group, rings and fields. The Greek mathematician Diophantus has tra-

ditionally been known as ‘the father of algebra’. The more basic parts of algebra

1



Outline of the Project

are called elementary algebra; the most abstract parts are called abstract algebra

or modern algebra. Elementary algebra is generally considered to be essential

for any study of mathematics, science or engineering as well as such equations

on medicine and economics.

Abstract algebra is a major area in advance mathematics, study primarily by

professional mathematician.

Algebraic topology is a branch of mathematics that uses tools from extract al-

gebra to study topological spaces. The basic goal is to find the algebraic invari-

ants that classify topological spaces upto homeomorphism, through usually most

classify up to homotopy equivalence. Although algebraic topology primarily uses

algebra to study topological problems, using topology to solve algebraic problems

is sometimes also possible.

In this project we discuss about covering spaces, simplicial complexes and appli-

cations of algebraic topology.

2



Outline of the Project

Outline of the Project

Apart from the introductory chapter, we have described our work in four chap-

ters.

Chapter 1 covers the basic definitions in topology and abstract algebra such

that vector spaces, topological spaces, local homeomorphism etc.

In Chapter 2, covers the topic covering spaces, G-spaces, G- sets, properties

of covering spaces.

In Chapter 3, deals with simplicial complexes and simplicial approximation

.

In Chapter 4, covers the applications of algebraic topology in various areas.

3
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Introduction

Matroid theory is a branch of mathematics that abstracts and generalizes the

notion of linear independence from vector spaces to more general sets. It is a

rich field of study with connections to geometry, topology, combinatorics, and

optimization. The fundamental concept in matroid theory is the matroid itself,

which is a combinatorial structure that captures the essence of independence in

a manner that is applicable to a wide variety of mathematical contexts.

The concepts of a Matroid theory was introduced in 1935 by Hassler Whitney,

a mathematician who aimed to generalize the notion of independence beyond

the confines of vector spaces. The foundation of Matroid theory resets on a set

coupled with a collection of subsets, defined by specific axioms that encapsulate

the essence of independence. These axioms mirror the properties of independence

in vector spaces: the most basic being that subsets of independence sets are

independent, and that one can extend an independent set to a larger independent

set if it is not maximal.

Central to Matroid theory is the concept of a basis, which is a maximal

independent subset. In vector spaces bases consist of vectors that span the

space, and the theory extends this concept of defining bases in the abstract
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List of Symbols

setup of matroids without referring to vectors or vector spaces. All bases of a

given matroid have the same size, a property reminiscent of the dimension in

vector spaces, which leads to the matroid invariant known as the rank.

Matroids can be represented in various ways. One common method of rep-

resentation is through matrices (for vectorial matroids) or adjacency matrices of

graphs(for graphic matroid). There is also a geometric lattice, which mirrors the

relations between subspaces in a finite dimentional vector space. This duality

and interplay between the combinatorial and geometric perspectives are part of

what makes Matroid theory intriguing.
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Chapter 1

Preliminaries

Definition 1.0.1. A graph G is a pair G = (V,E) consisting of a finite set V

and a set E of 2- element subset of V . The elements of V are called vertices

(points,nodes) and elements of E are called edges. The set V is known as the

vertex set of G and E as the edge set of G.

Definition 1.0.2. Suppose {u, v} is a member of E(G), then we say u and v

are joined by an edge in G. If we denote by e, we can then write e = uv which

is an edge of G.

Definition 1.0.3. An edge that joins a vertex to itself is called a loop.

Definition 1.0.4. Let G be a graph with vertex set V (G) and set E(G). A

subgraph of G is a graph all of whose vertices belong to V (G) and E(G).

Definition 1.0.5. If d(v) = 0 then v is known as an isolated vertex.

Definition 1.0.6. A path in a graph is a finite or infinite sequence of edges

which joins a sequence of vertices.
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Definition 1.0.7. A planar graph is a graph that can be embedded in the plane,

i.e. it can be drawn on the plane in such a way that its edges intersect only at

their endpoints. In other words, it can be drawn in such a way that no edges

cross each other.

Definition 1.0.8. A complete graph is a graph in which each vertex is connected

to every other vertex.

Theorem 1.0.1. Let u and v be nonadjacent vertices in a graph G. The mini-

mum number of vertices in a u− v separating set equals the maximum number

of internally disjoint u− v paths in G.

4



Chapter 2

Definition of Matroids

2.1 Independent Sets

Definition 2.1.1. (Independence Axioms) Given some finite set E, the set

system (E,I ) is a matroid if the following are satisfied:

(1) ∅ ∈ I .

(2) If X ∈ I and Y ⊆ X then Y ∈ I .

(3) If X, Y ∈ I and |X| > |Y | then there exist x ∈ X−Y such that Y ∪{x} ∈

I .

We write M(E,I ) or simply M if E and I are self-evident. Axiom (3) will

be called the independence augmentation axiom. Any set system (E,I ) with

I satisfying axioms (1) and (2) will be called an independence system. Since

any matroid is also an independence system by definition, any future definition
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2.1. Independent Sets

on independence systems applies to matroids as well. Consider an independence

system (E,I ). The members of I are called independent while those of 2E−I

dependent. The collection of independent sets for some X ⊆ E will be

I (X) = {Y ⊆ X : Y ∈ I }.

Theorem 2.1.1. Suppose that X, Y are sets in a matroid M(E,I ) and |X| >

|Y |. Then there exists some Z ⊆ X−Y such that |Y ∪Z| = |X| and Y ∪Z ∈ I .

Proof. Let Z ⊆ X − Y be a maximal set such that Y ∪Z ∈ I and assume that

|Y ∪ Z| < |X|. We know from (3) that such a Z exists, at least for |Z| = 1.

Since both X and Y ∪ Z are independent, there exists some x ∈ X − (Y ∪ Z)

such that (Y ∪ Z) ∪ x ∈ I . Since x /∈ Z it implies that Z is not maximal, a

contradiction.

Definition 2.1.2. (Graphic Matroids) A matroid isomorphic to the matroid

M (G) with ground set E = M(G) and independence family

I = {X ⊆ E : G[X] is a forest},

for a graph G, will be called graphic matriod.

Definition 2.1.3. (Representable Matroids) A matroid isomorphic to the

matroid M [A] with ground set E = {set of columns of A} and independence

family

I = {X ⊆ E : X is a linearly independent set of vectors in F},

for a matrix A ∈ Fm×n in some field F, will be called F -representable matroid or

simply representable .
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2.1. Independent Sets

Definition 2.1.4. (Transversal Matroids) A matroid isomorphic to the ma-

troid (E,F ) with independence family

I = {X ⊆ E : X is a partial transversal of F},

for a set system (E,F ), will be called transversal matroid.

For a given a graph G the matroid M(G) will be called the cycle matroid of

G, while for a given matrix A the matroid M [A] will be called the vector matroid

of A. Moreover, GF (2) - representable matroids will be called binary.

Definition 2.1.5. (Trivial Matroid) Given any non-empty finite set E, we

can define on it a matroid whose only set is the empty set ∅. This matroid is

the trivial matroid on E.

Definition 2.1.6. (Discrete matroids)At the other extreme is the(discrete

matroid) on E, in which every subset of E is independent.

Definition 2.1.7. (Uniform matroids) The k-uniform matroid on E, whose

bases are those subsets of E with exactly k elements, the trivial matroid on E is

o-uniform and the discrete matroid is |X| - uniform. [?]

Definition 2.1.8. (Isomorphic matroid ) Two matroid M1 and M2 to be

isomorphic if there is a one-one correspondence between their underlying sets E1

and E2 that preserves independence. Thus, a set of elements of E1 is independent

in M1 if and only if the corresponding set of elements of E2 independent in M2.
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2.2. Bases

2.2 Bases

Definition 2.2.1. (Bases) Given an independence system (E,I ), the maximal

independent sets will be called bases. The family of bases will be denoted by B.

The collection of bases for some X ⊆ E will be denoted by B(X) and is defined

as

B(X) = {Y ⊆ X : Y ∈ I , Y ∪ {x} /∈ I for all x ∈ X − Y }.

It follows that B(E) = B. Note that bases in independence systems can

have different cardinalities.

Lemma 2.2.1. An independence system (E,I ) is a matriod if and only if for

any X ⊆ E all bases of X have the same cardinality.

Theorem 2.2.1. (Basis Axioms) A collection B ⊆ 2E is the set of basis of a

matroid M(E,I ) if and only if the following are satisfied :

(i) B ̸= ∅.

(ii) If B1, B2 ∈ B and x ∈ B1 − B2 then there exists y ∈ B2 − B1 such that

(B1 − x) ∪ y ∈ B.

2.3 Circuits

Definition 2.3.1. (Circuits) Given an independence system (E,I ) the minimal

dependent sets will be called circuits. The family of circuits will be denoted by

C .
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2.4. Rank

The collection of circuits for some X ⊆ E will be denoted by C (X) and is

defined as

C (X)={Y ⊆ X : Y /∈ I , Y − {y} ∈ I for all y ∈ Y }.

A single ton e ∈ E(M) that is a circuit, will be called a loop of M .

Theorem 2.3.1. (Circuit Axioms) A collection C ⊆ 2E is the set of circuits

of a matroid M(E,I ) if and only if the following are satisfied :

(i) ∅ /∈ C .

(ii) If C1, C2 ∈ C and C1 ⊆ C2 then C1 = C2.

(iii) If C1, C2 ∈ C , C1 /∈ C2 and e ∈ C1∩C2 then there exists C3 ∈ C such that

C3 ⊆ (C1 ∪ C2)− {e}.

2.4 Rank

Definition 2.4.1. (Rank) Given an independence system (E,I ), the rank

function r : 2E → Z+ is defined as

r(X) = max{|Y | : Y ⊆ X, Y ∈ I }

for any X ⊆ E.

Theorem 2.4.1. (Rank Axioms) A function r : 2E → Z is the rank function

of a matroid M(E,I ) if and only if the following are satisfied for all X, Y ∈ E :

(i) 0 ≤ r(X) ≤ |X|.
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2.5. Closure

(ii) If Y ⊆ X then r(Y ) ≤ r(X).

(iii) r(X) + r(Y ) ≥ r(X ∪ Y ) + r(X ∩ Y ).

Definition 2.4.2. (Low Rank) Given an independence system (E,I ), the low

rank function lr : 2E → Z is defined as

lr(X) = min{|Y | ⊆ X, Y ∈ I , Y ∪ x /∈ I , for all x ∈ Y −X},

for any X ⊆ E.

2.5 Closure

Definition 2.5.1. (Closure) Given an independence system (E,I ) the closure

operator is a set function cl : 2E → 2E defined as

cl(X) = {y ∈ E : r(X ∪ {y}) = r(X)}.

for any X ⊆ E.

Theorem 2.5.1. (Closure Axioms) A function cl : 2E → 2E is the closure

operator of a matroid M(E,I ) if and only if the following are satisfied for all

X, Y ⊆ E and x, y ∈ E :

(i) If X ⊆ E then X ⊆ cl(X).

(ii) IfX ⊆ Y ⊆ E then c(X) ⊆ c(Y ).

(iii) If X ⊆ E then cl(cl(X)) ⊆ cl(X).

(iv) X ⊆ E, x ∈ E, y ∈ cl(X ∪ {x} − cl(X) then x ∈ cl (X ∪ {y}).
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Chapter 3

Duality

3.1 Duality

The notion of duality in matroids is similar to the one in optimization, and

it generalizes the concepts of orthogonality in vector spaces, and planarity in

graphs. As the next theorem demonstrates, for any matroid M we can define

another matroid M∗ on the same ground set called the dual of M , such that

independent sets, bases, circuits, rank, and any other property of M have well-

defined dual counterparts in M∗.

Theorem 3.1.1. Given a matroid M(E,B), then

B∗ = {X ⊆ E : there exist a base B ∈ B, such that X = E −B},

is the family of bases of a matroid M∗ on E, called the dual of M .

Theorem 3.1.2. For a matroid M and X ⊆ E(M)

r∗(X) = |X| − r(M) + r(E −X).
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3.2. Minors

Theorem 3.1.3. If G is a planar graph with geometric dual G∗ then M∗(G) =

M(G∗).

Theorem 3.1.4. G is planar if and only if M(G) = M∗(G).

Therefore, the class of graphic matroids is not dual-closed, and the duals of

graphic matroids which are not graphic will be called cographic. Those matroids

which are both graphic and cographic are called planar.

3.2 Minors

Definition 3.2.1. (Contraction) : Let M be a matroid on E. The two fun-

damental operations on M that we have introduced so far are deletion and the

taking of duals. The next definition combines these two operations. Let M/T ,

the contraction of T from M , be given by M/T = (M∗/T )∗.

Evidently M/T has ground set E − T . We shall sometimes write M(E − T )

for M/T and call it the contraction of M onto E − T .

Result 1. M(G/T ) = M(G)/T

Proposition 3.2.1. If G is a graph, then M(G)/T = M(G/T ) for all subsets

T .

Proof. We shall show that, for every edge e of G,

M(G)/e = M(G/e).

The proposition then follows by a routine induction argument on |T |. If e is a

loop of G, then G/e = G/e and M(G)/e = M(G)/e. The result follows in this
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3.3. Connectivity

case by result 1. Now suppose that e is not a loop of G. Then, for a subset

I of E(G) − e, it is not difficult to check that I ∪ e contains no cycle of G if

and only if I contains no cycle of G/e. Hence I(M(G)/e) = I(M(G/e)) and

M(G)/e = M(G/e) holds.

Corollary 3.2.1. Every minor of a graphic matroid is graphic.

Result 2. Let A be a matrix over a field F and T be a subset of the set E of

column labels of A. We shall denote by A/T the matrix obtained from A by

deleting all the columns whose labels are in T . Evidently

M [A]/T = M [A/T ].

Proposition 3.2.2. Every minor of an F-representable matroid is F-representable.

Proof. By result 2, every deletion of an F-representable matroid is F-representable.

As the dual of an F-representable matroid is also F-representable, we deduce,

from the definition of contraction, that every contraction of an F-representable

matroid is F-representable. Hence so is every minor.

Proposition 3.2.3. Every minor of a regular matroid is regular.

3.3 Connectivity

Definition 3.3.1. (Seperator) For a matroid M(E,C ) a set X ⊆ E called a

seperator of M if any circuit C ∈ C is contained in either X or E −X.

Proposition 3.3.1. For a matroid M(E,C ) some set X ⊆ E is a seperator of

M if and only if r(X) + r(E −X) = r(E).
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3.3. Connectivity

Corollary 3.3.1. Given a matroid M, a set X ⊆ E(M) is a seperator of M if

and only if M/X = M/X.

Proposition 3.3.2. Given a matroid M, a set X is seperator of M if and only

if X is a seperator of M∗.

Proof. By corollary and proposition, a set X is a seperator of M if and only if

M/X = M/X ⇐⇒ (M/X)∗ = (M/X)∗ ⇐⇒ M∗/X = M∗/X,

if and only if X is a seperator of M∗.

Corollary 3.3.2. A matroid M is connected if and only if M∗ is connected .

Definition 3.3.2. (Matroid k - connectivity) For a matroid and postive

intrger k, a partion X, Y of E(M) is a K - seperation of M if

(1) min{|X|, |Y |} ≥ k.

(2) r(X) + r(Y ) ≤ r(M) + k − 1.

The connectivity number of matroid is defined as

λ(M) = min{k : M has a k - seperation for k ≥ 1}.

while if M does not have a k - seperation for any number k ≥ 1 then λ(M) =

∞. We say that a matroid M is k - connected for any 1 ≤ k ≤ λ(M). If

{X,E −X} is a 1 - seperation of a matroid M then by definition we have that

r(X) + R(E −X) − r(M) ≤ 0, and by the submodularity of the rank function

r(X) + r(E − X) − r(M) ≥ 0, which by proposition 2.3.1 means that X is a

seperator of M . So 1 - seperations are seperators, which implies that a matroid
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3.3. Connectivity

is connected if and only if it is 2 - connected. As it was the case with matroid

connectivity, k - connectivity in matroids is also duality invariant.

Proposition 3.3.3. For a matroid M ,{X, Y } is a k - seperation of M if and

only if M{X, Y } is a k - seperation of M∗.

Proof. Let X, Y be a k - seperation of M . From theorem 2.1.2 and since r(X)+

R(E −X) ≤ r(M) + k − 1 by (2) in definition 2.3.2 we have

r∗(X) + r∗(E −X) = |X| − r(M) + r(E −X) + |E −X| − r(M) + r(X)

= |E|+ r(X) + r(E −X)− 2r(M)

≤ |E| − r(M) + k − 1

= r∗(M) + k − 1.

Letting {X, Y } be a k - seperation of M∗ the above computation also applies for

the rank of M since the statement of theorem 2.1.2 is self- dual.

Corollary 3.3.3. For a matroid M we have λ(M) = λ(M∗).

The next theorem states that k - connectivity in matroids is indeed a gener-

alization of k - connectivity in graphs.

Theorem 3.3.1. If G is a connected graph then λ(G) = λ(M(G)).

Definition 3.3.3. (Matroid vertical k - connectivity) For a matroid M and

a positive interger k, a partition {X, Y } of E(M) is a vertical k - seperation of

M if

(i) min{r(X), r(Y )} ≥ k,
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3.3. Connectivity

(ii) r(X) + r(Y ) ≤ r(M) + k − 1.

The vertical connectivity number of matroid M is defined as

λ(M) = min{k : M has a vertical k - seperation for k ≥ 1},

while if M does not have a vertical k - seperation for any number k ≥ 1 then

k(M) = ∞. We say that a matroid M is vertical k - connected for any 1 ≤ k ≤

k(M).

Since |X| ≥ r(X) for any X ⊆ E(M) is a matroid M , a vertical k - seperation

in M induces a k - seperation. Hence, if a matroid is k - connected then it is

also vertical k - connected. vertical k - connectivity in matroids generalizes k -

vertex - connectivity in graphs, however it is not duality invarient.
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Chapter 4

Series - Parallel and Delta - Wye

Constructions

This chapter is the first of three on matroid tools. Here we construct graphs

and binary matroids with elementry procedures. For graphs, the constructions

involve adddition of a parallel edge, or subdivision of an edge into two series

edges, or substitution of a triangle by a 3-star, or substitution of a 3-star by

a triangle. We call the first two operations series-parallel extension steps, for

short SP extension steps. Either one of the triangle/3-star substitution steps is a

delta-wye step, for short δY step. These operations have a natural translation to

operations on binary matroids. The power of SP extension steps is quite limited.

Suppose in the graph case one starts with a cycle with just two edges and applies

SP extension steps. Then rather simple graphs are produced. They are usually

called series-parallel graphs, for short SP graphs. In the binary matroid case, let

us start with a circuit containing just two parallel elements. Then we produce

nothing else but the graphic matroids of the SP graphs. The situation changes
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4.1. Series-Parallel Construction

dramatically when we mix SP extension steps with δY steps. In the graph case,

suppose we start again with a cycle with two edges. Then we produce all 2-

connected planar graphs and more. How much more is a difficult open question.

Similarly, suppose that in the binary matroid case we start with a circuit with

two edges. Then we produce the graphic matroids of the just described graphs, as

well as nongraphic binary matroids. Here too, the class of matroids so obtained

is not well understood. We know that every matroid of that class is regular.

4.1 Series-Parallel Construction

Start with the cycle with just two edges. In that small graph, replace one edge

by two parallel edges or by two series edges. To the resulting graph apply either

one of these two operations to get a third graph, and so on.

Lemma 4.1.1. Every SP graph is 2-connected and planar. Any minor of an

SP graph is also an SP graph, provided the minor has at least two edges and is

2-connected.

Proof. The cycle with two edges is 2 -connected and planar. An SP extension

step in a graph with at least two edges cannot introduce a 1-separation or destroy

planarity. By induction, the SP graphs are 2-connected and planar. For the proof

of the second part, paint in a given SP graph the edges of a given 2-connected

minor red. Reduce the SP graph by SP reduction steps until the cycle with two

edges is obtained. We examine a single reduction step and apply induction. We

must consider two cases for that step: deletion of a parallel edge, and contraction

of one of two edges with a common degree 2 endpoint. Consider the deletion
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4.1. Series-Parallel Construction

case. If both edges are red, then the reduction is also an SP reduction in the

minor. If exactly one edge is not red, then that edge is deleted. The minor

must still be present, since contraction of that edge would turn the red edge

into a loop, contrary to the assumption that the minor is 2-connected. If both

edges are not red, then the minor is still present after deletion of one of these

edges. For if both edges must be contracted to produce the minor, then the

second contraction involves a loop, and thus is a deletion. The contraction case

is handled analogously.

Recall that K4 is the complete graph on four vertices.

Lemma 4.1.2. Every 3-connected graph G with at least six edges has a k4

minor.

Proof. Take any cycle C of G of minimal length. Since G is 3-connected and

has at least six edges, it must have a node that does not lie on C. By Menger’s

Theorem, there are three internally node-disjoint paths from that additional node

to three distinct nodes of C. Suitable deletions and contractions eliminate all

other edges and reduce the cycle and three paths to a k4 minor.

Lemma 4.1.3. K4 is not an SP graph.

Proof. K4 does not have series or parallel edges.

Lemma 4.1.4. No SP graph has a K4 minor.

Proof. Presence of a K4 minor would contradict Lemmas (3.1.1) and (3.1.3).

19



4.1. Series-Parallel Construction

Theorem 4.1.1. A 2-connected graph is an SP graph if and only if it has no

K4 minor.

Proof. The “only if” part is handled by Lemma (3.1.4). We thus prove the

converse. Let G be a 2-connected graph without K4 minors. Simple checking

validates the small cases with up to five edges. So assume G has at least six edges.

By Lemma (3.1.2), G must be 2-separable. Choose a 2-separation so that for the

two corresponding graphs G1 and G2, we have G1 with minimal number of edges.

Suppose G1 has exactly two edges. These edges must be parallel or incident at

a degree 2 node of G. Thus, we can reduce and apply induction.Suppose G1 has

at least three edges. Let k and l be the nodes of G1 that must be identified with

two nodes of G2 to produce G. Suppose G1 has an edge z connecting k and l.

That edge can be shifted from G1 to G2. The corresponding new 2-separation

contradicts the minimality assumption onthe edge set of G1. Similarly, the nodes

k and l cannot have degree 1 in G1. Add an edge e to G1 connecting nodes k

and l. The new graph G′
1 is isomorphic to a proper minor of G. By induction,

G′
1 is an SP graph. By the above discussion, in G′

1 the edge e is not parallel

to another edge, and it does not have an endpoint of degree 2. Thus, any SP

reduction step in G′
1 can be carried out in G as well. We perform one such step

in G, and invoke induction for the reduced graph.

Lemma 4.1.5. An SP graph without parallel edges either is a cycle with at

least three edges, or has two internally node-disjoint paths with the following

properties. Each path has at least two edges. Each intermediate node of the two

paths has degree 2 in the graph, while the endpoints have degree of atleast 3.

Corollary 4.1.1. An SP graph with at least four edges and without parallel

edges has at least two nonadjacent nodes with degree 2.
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4.1. Series-Parallel Construction

Proof. If the SP graph is a cycle, then the conclusion is immediate. So assume

that the SP graph is not a cycle. Then each one of the two paths postulated in

Lemma (3.1.5) has at least one intermediate degree 2 node. Thus, the graph has

two nonadjacent degree 2 nodes.

We introduce two interesting subclasses of the class of SP graphs by excluding

certain graphs as minors. One of the excluded graphs we already know. It is

K2,3, the complete bipartite graph with two vertices on one side and three on

the other one. The second excluded graph is the double triangle, obtained from

the triangle by replacing each edge by two parallel edges. We denote that graph

by C2
3 . We want to characterize first the SP graphs without K2,3 minors, and

then those without C2
3 minors. To this end, define a graph to beouter planar if

it that all vertices lie on the infinite face can be drawn in the plane so that all

vertices lie on the infinite face.

Theorem 4.1.2. The following statements are equivalent for a 2-connected

graph G with at least two edges.

(a) G has no K4 or K2,3 minors.

(b) G is an SP graph without K2,3 minors.

(c) G is outerplanar.

Proof. By Theorem (3.1.1), G is an SP graph if and only if it has no K4 minors.

Thus, (a) ⇐⇒ (b). To show (b) ⇐⇒ (3), let G be an SP graph without

K2,3 minors. Define C to be a cycle of G of maximum length. Suppose G has

a node v that does not lie on C. Since G is 2-connected,there exist two paths

from node v to distinct nodes i and j on C so that these paths have only the
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4.2. Delta-Wye Construction for Graphs

node v in common. If i and j are connected by an edge of C, then C can be

extended to a longer cycle using the two paths,a contradiction. If i and j are

not joined by an edge of C, then C and the two paths are easily reduced to

a K2,3 minor of G, another contradiction. Thus, all nodes of G occur on C.

For the proof of outerplanarity, we may assume that G has no parallel edges.

Draw C in the plane, say using a circle. Then draw the remaining edges, each

time placing the edge inside the circle as a straight line segment. If any two

such edges cross, then these edges plus C can be reduced to a K4 minor of G,

a contradiction. Thus, no edges cross, and we have produced an outerplanar

drawing of G. For (3) ⇐⇒ (1), we note that K4 and K2,3 are not outerplanar

and that outerplanarity is maintained under minor-taking.

4.2 Delta-Wye Construction for Graphs

The simplicity of SP graphs gives way to far more complicated graphs when

we permit two operations in addition to SP extensions. One of them is the

replacement of a triangle by a 3-star, and the second one is the inverse of that

step. Either operation we call a ∆Y exchange. Define a sequence of SP extensions

and ∆Y exchanges to be a ∆Y extension sequence. The inverse sequence is a

∆Y reduction sequence. A 2-connected graph is ∆Y reducible if there is a

∆Y reduction sequence that converts the graph to a cycle with just two edges.

In this section, we show that ∆Y extension sequences applied to such a cycle

create all 2-connected planar graphs and more. Any graph so producible is a ∆Y

graph.

As an example for ∆Y reduction sequences, we reduceK5, the complete graph
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on five vertices, to the cycle with two parallel edges. Series or parallel edges of SP

reductions. We know that M(K5) is not cographic. Thus, K5 is nonplanar, and

the example demonstrates that ∆Y graphs may be nonplanar. A ∆Y exchange

may not preserve 2-connectedness. For example, when a vertex of a triangle in

a 2-connected graph has degree 2, then replacement of that triangle by a 3-star

produces a 1-separable graph. The next lemma gives the conditions under which

2-connectedness is maintained.

In each graph of the reduction sequence, the triangle or 3-star involved in a

∆Y exchange is indicated by bold lines. Similarly, we emphasize the series or

parallel edges of SP reductions. We know thatM(K5) is not cographic. Thus, K5

is nonplanar, and the example demonstrates that ∆Y graphs may be nonplanar.

A ∆Y exchange may not preserve 2-connectedness. For example, when a vertex

of a triangle in a 2-connected graph has degree 2, then replacement of that

triangle by a 3-star produces a 1-separable graph. The next lemma gives the

conditions under which 2-connectedness is maintained.

Lemma 4.2.1. LetG be a 2-connected graph. Then a triangle to 3-star exchange

(resp. 3-star to triangle exchange) in G produces a 2-connected graph G′ if and

only if the triangle (resp. 3-star) does not contain two edges in series (resp. in

parallel).

The asymmetry of arguments in the proof of Lemma (3.2.1) is due to the fact

that a triangle is always a cycle of a graph, while a 3-star is not always a cocycle.

Note that the conditions of Lemma (3.2.1) are automatically satisfied in ∆Y

reduction sequences where ∆Y exchanges are done only when an SP reduction

is not possible. Our goal is to show that the class of ∆Y graphs includes all

2-connected planar graphs. That goal is restated in the next theorem.
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4.2. Delta-Wye Construction for Graphs

Theorem 4.2.1. Every 2-connected planar graph is ∆Y reducible.

Lemma 4.2.2. If a 2-connected graph or plane graph G is ∆Y reducible, then

every 2-connected minor H of G is ∆Y reducible as well.

Lemma 4.2.3. Every plane graph is a minor of some grid graph.

Proof. (Sketch) We may assume that the given plane graph is 2-connected, since

this can be achieved by the addition of edges. Split each vertex of that plane

graph so that a 2-connected plane graph G results where the degree of each

vertex is at most 3. By a suitable subdivision of edges, G can be embedded into

a grid graph as follows. First embed any one face of G, but not the outer one.

Then embed one face at a time so that each one of the successive subgraphs of

G so embedded is 2-connected.
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Chapter 5

Convex Polytypes associated

with Matroids

5.1 Convex polytopes and linear programming

If S is a finite set, we let Rs(Rs
+) denote the space of real valued (non negative)

row vectors with coordinates indexed by S. For each x ∈ Rs and e ∈ S denote

the eth coordinate of x by x(e). For x, y ∈ Rs we write x ≥ y if x(e) ≥ y(e) for

∀e ∈ S, and call y a subvector of x. This induces a partial order on Rs and <,

≤, > are now defined in the obvious way. For x ∈ Rs and A ⊆ S we define

x(A) = Σe∈Ax(e)

and call the modulus |x| of x the quantity

|x| = x(S) = Σe∈S|x(e)|.
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5.1. Convex polytopes and linear programming

For x, y ∈ RS
+ and e ∈ S, we define

(x ∧ y)(e) = min(x(e), y(e))

(x ∨ y)(e) = max(x(e), y(e))

and thus define x ∧ y, x ∨ y is obvious way.

A subset X ⊆ RS is convex if x, y ∈ X implies that for all λ, 0 ≤ λ ≤ 1,

λx+ (1− λ)y ∈ X.

The convex hull of X , denoted by co(X) is the intersection of all convex sets con-

tatining X, or alternatively the smallest convex set containing X. A hyperplane

of RS is a subset H ⊆ R such that ∃c ∈ RS/0, d ∈ R such that

H = {x ∈ RS : cx′ = d}.

Clearly H is uniquely determined by the pair (c, d) and is a maximal proper

affine subspace of RS. Its equation is

cx′ = d.

Associated with such a hyperplane are two half spaces

H+ = {x : cx′ ≥ d}

H− = {x : cx′ ≤ d}.

Clearly a half space is closed and convex .Thus the intersection of half spaces is

closed and convex .
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5.1. Convex polytopes and linear programming

Definition 5.1.1. A convex polytope is a bounded region of RS which can be

expressed as the intersection of a finite number of half spaces. Given a polytope

P ⊆ RS which is defined by

P = {X ∈ RS : Cix
′ ≤ di : i ∈ T}

We call the face associated with J ⊆ T , the subset P (J) of P defined by

P (J) = {x ∈ P : cix
′ = di, i ∈ J, cix

′ < di, i ∈ T/J}.

The rank of the face P (J) is defined by |S| − d(CJ) where d(CJ) is the rank

of the matrix CJ which has row vectors {ci : i ∈ J}. A vertex of P is a face of

zero rank. Thus to find the vertices of the convex polytope P we would have to

solve the equations

cix
′ = di ;i ∈ J

for all J ⊆ T such that |J | = |S| and then check which of these solutions were

members of P . [2]

Theorem 5.1.1. A convex polytope P has only a finite number of vertice; more-

over it can be expressed as the convex hull of its set of vertices. Conversely given

any finite set X of points of RS the convex hull of X is a convex polytope with

vertex set a subset of X. This convex polytope can be expressed in the form α

where the hyperplanes cix
′ = di are its maximal proper faces.

We preset the bare outlines of linear programming theory. Let S, T be finite

sets. Let A = {ai,j : i ∈ T, j ∈ S} be a matrix with ai,j ∈ R.Let b ∈ RT , c ∈ RS.

A (primal) linear programme is
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5.1. Convex polytopes and linear programming

maximize cx′

for x ∈ RS satisfying

Ax′ ≤ b′

x ≥ 0

The dual linear programme is

minimize by′

for y ∈ RT satisfying

A′y′ ≥ c′

y ≥ 0.

A vector x satisfying (1) and (2) is a feasible solution to the primal problem.

A vector y satisfying (3) and (4) is a feasible dual solution. A feasible primal

solution which maximizes cx′ is an optimal primal solution. An optimal dual

solution is defined analogously.

Theorem 5.1.2. For any linear programming maximization problem exactly

one of the following situations occurs.

(1) There exists no feasible solution.

(2) For any α ∈ R there is a feasible solution x such that cx′ > α.

(3) There is an optimal (feasible) solution.
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5.1. Convex polytopes and linear programming

Theorem 5.1.3. If x is a feasible primal solution and y is a feasible dual solution

then

cx′ < by′.

Theorem 5.1.4. If there is a feasible primal solution and an upper bound for

cx′ over all feasible primal solutions x, then there is an optimal primal solution

u and an optimal dual solution v and cu′ = bu′.

Theorem 5.1.5. (1) Let P be a convex polytope in RS. Then for any c ∈ RS

there exists a vertex v of P which maximizes cx′ over P .

(2) Let P be a covex polytope in RS and let v by any vertex of P .Then there

exist c ∈ RS such that v is the unique member of P maximizing cx′ over

P .

Definition 5.1.2. A polymatroid P is a pair (S, P ) where S, the ground set is a

non- empty, finite set and P , the set of independent vectors of P is a non-empty

compact subset of RS
+ such that :

(1) every subvector of an independent vector is independent,

(2) for every vector a ∈ RS
+, every maximal independent subvector x of a has

the same modulus r(a), the vector rank of a in P.

In the above definition “maximal” has its obvious meaning that there exists

no y > x having the properties of x; since P is compact it is well defined.

Definition 5.1.3. A polymatroid P is a pair (S, P ) where S the ground set is a

non- empty finite set and P , the set of independent vectors of P is a non-empty

compact subset of RS such that (1) holds and also: If u, v ∈ P and |v| > |u|,

then there is a vector w ∈ P such that
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5.1. Convex polytopes and linear programming

u < w ≤ u ∧ v

Definition 5.1.4. A polymatroid P is a pair (S, ρ) where S , the ground set is a

non-empty finite set and ρ, the ground set rank function is a function: 2S → R+

satisfying

A ⊆ B ⊆ S =⇒ ρA ≤ ρB

A,B ⊆ S =⇒ ρA+ ρB ≥ ρ(A ∪B) + ρ(A ∩B)

ρ(ϕ) = 0

and the vectors x ∈ RS
+ such that x(A) < ρA for all A ⊆ S are the independent

vectors of P. For each vector a in RS
+, the vector rank r(a) of a is given by

r(a) = min(a(X) + ρ(S/X) : X ⊆ S).

Lemma 5.1.1. The vector rank function r of Definition 1 satisfies for all u, v ∈

RS,

r(u) + r(v) ≥ r(u ∨ v) + r(u ∧ v).

Proof. Let a be a base of u ∨ v. By (2), ∃ b, independent in P , satisfying

a ≤ b ≤ u ∨ v

and

r(b) = |b| = r(u ∨ v)

since a = b ∧ (u ∧ v) we get

a+ b = b ∧ u+ b ∧ v
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5.2. Polymatroids and Submodular Set Functions

but b ∧ u, b ∧ v are indepentent subvectors of u, v respectively. Thus

r(u ∧ v) + r(u ∨ v) = |a|+ |b|

= |b ∧ u|+ |b ∧ v|

= r(u) + r(v).

5.2 Polymatroids and Submodular Set Functions

we know that if P = (S, P, ρ) is a polymatroid in Rs, its independence polytope

is the region of RS defined by the intersection of the half spaces

x(A) ≤ ρA , A ⊆ S.

We also know that ρ is a non-decreasing submodular set function. In this section

we prove conversely that polymatroids can be obtained in this way from arbitrary

non-negative submodular functions.

Theorem 5.2.1. Let L be a lattice of subsets of the finite set S ordered by

inclusion and with the lattice operation of meet, set intersection. Then if µ :

L → R+ is submodular on L , that is

µ(A ∨B) + µ(A ∧B) ≤ µA+ µB , A,B ∈ L ,

the region P (S, µ) of RS defined by the intersection of the half spaces

x(A) ≤ µA;A inY (5.1)
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5.2. Polymatroids and Submodular Set Functions

x ≥ 0, (5.2)

is the independence polytope of a polymatroid P.

Example 5.2.1. Let S = {1, 2, 3}. Let be the lattice of subsets ϕ, {1}, {2},

{3}, {1, 2, 3}; and let u : L → R be defined by µ(ϕ) = 0, µ{1} = 3, µ{2} = 5,

µ{3} = 4, µ{1, 2, 3} = 6.Then µ is submodular on L and thus the polyhedron

X1 ≤ 3

X2 ≤ 5

X3 ≤ 4

X1 +X2 +X3 ≤ 6

Xi ≤ 0

is a polynomial in R3. [2]

Corollary 5.2.1. The rank function of the polymatroid L = P (S, µ) is given

for all a in RS
+ by

r(a) = minX∈L (µX + a(S/X)).

Proof. Let α ∈ RS
+ and let x ∈ P (S, µ) ∩ C(a). Then for all A ∈ L ,

|x| = x(A) + x(S/A) ≤ µ(A) + a(S/A).

Hence since r(a) = |x| for some x,

r(a) ≤ minA∈L (µA+ a(S/A)).
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5.2. Polymatroids and Submodular Set Functions

Suppose we have strict inequality in this equation and let y ∈ P (S, µ) ∩ C(a)

be such that |y| = r(a). Define L (y) as above , if S ∈ L (Y ), then |y| = µS

contracting the above strict inequality . Hence D ̸= S. Now ∀X ∈ L

y(S) < r(a) < µ(X) + a(S/X).

In particular

y(S) < µ(D) + a(S/D)

and so

y(S/D) < a(S/D).

Hence there must exist e ∈ S/D such that y(e) < a(e). If we augment y to z

then z will belong to P (S, µ) and C(a) contradicting our choice of y. Hence we

cannot have the above strict inequality and the result follows.
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Conclusion

The conclusion of Matroid Theory often focuses on its broad applicability and

the significant impact it has had on both pure and applied mathematics, includ-

ing areas like combinatorics, graph theory, algorithm design, and optimization.

Matroid theory provides a rich, unifying framework that captures the essence of

independence in a very general setting. In summary, Matroid Theory provides

a deep and coherent structure for understanding and formalizing the concept of

independence, which is present in mathematical settings. Matroids abstract the

essential properties of linear independence in vector spaces and mutual exclusiv-

ity in set systems, thus offering a powerful toolkit for generalizing and transfer-

ring results across different mathematical domain. This project embarked on a

comprehensive journey through the intricate landscape of matroid theory, from

its fundamental definitions to its profound implications in various domains of

mathematics and its applications. We began by establishing the basic concepts

of independence, circuits, bases, and rank functions, laying the groundwork for

understanding the structure of matroids. The concept of matroids has led to

efficient algorithm design for various problems, making the theory directly ap-

plicable to real-world scenarios where resource optimization is critical.

As we continue to develop Matroid Theory, we unlock further potential, par-
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5.2. Polymatroids and Submodular Set Functions

ticularly with the advent of computational tools that allow for the exploration

of complex matroids that were previously inaccessible. The study of matroids

is a testament to the beauty of mathematical abstraction and its potential to

solve concrete problems, allowing mathematicians and scientists to harness the

power of structure and symmetry in diverse situations. Indeed, as our under-

standing of matroids expands, so too does our ability to shape the algorithms

and technologies of the future. Matroid Theory, therefore, stands not only as a

significant achievement in the field of mathematics but also as a beacon guiding

future explorations into the realms of complexity and computation.
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Chapter 1

Introduction

In this chapter we will see the invention of Ramsey Theory

This project is based on the theory proposed by Ramsey. This is fascinating

branch of mathematics that studies the emergence of order in seemingly chaotic

structures. Ramsey Theory is named after Frank Plumpton Ramsey who did

seminal work in this area before his untimely death at age 26. His paper was

“On a Problem of Formal Logic”. He was a British philosopher, mathemati-

cian and economist who made important contributions to logic, philosophy of

mathematics and decision theory during his short life. Ramsey’s work on logic

laid the foundation for modern decision theory, and his ideas deeply influenced

later philosophers and economists. His name is particularly associated with the

words and quot; Ramsey theory and quot. It is a branch of mathematical field

of combinatorics that focuses on the appearance of order in a substructure given

a structure of a known size.

We can see Ramsey Theorem in different ways, Ramsey Theorem states that “for

any large enough graph, there is an independent set of size s or a clique of size
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1.1. Real life Example of Ramsey Theory

t”.

In general terms, “For all positive integers k, l there exist R(k, l) such that if

N >= R(k, l) and the edges of KN are coloured Red and Blue the either there

is a ‘Red k-clique’ or there is a ‘Blue l-clique’ ”.

Also state that “ Given any positive integers p and q, their exist a smallest in-

teger n = R(p, q) such that every 2- colouring of the edges Kn contains either a

complete subgraph on p vertices, all of whose edges are in 1 colour, or a complete

subgraph on q vertices, all of whose edges are in colour 2”.

Ramsey posed a question related to combinatorics and probability, which even-

tually led to the development of Ramsey theory. The problem can be stated as

follows: Given six people at a party, some of whom are friends and some of whom

are not, what is the minimum number of people needed to ensure that there are

either three mutual friends or three mutual strangers? We can explain like this.

1.1 Real life Example of Ramsey Theory

The classical problem in Ramsey Theory is party porblem, which asks the mini-

mum number of guests R(m,n) that must be invited so that at least m will know

each other (i e, there exists a clique of order m) or at least n will not know each

other ( i e, there exist an independent set of order n)

There is a party of six people, either there is are three who all know each other

(mutual friends) or there are three none of whom knows either of other two (mu-

tual strangers). We can solve by it graph theory.

Consider the complete graph G = K6. Represent the six people by the six ver-

tices of G. Any two vertices a and b are defined to be adjacent, if and only if

2



1.2. Outline of Project

the corresponding persons know each other. Now colour their edges by blue. If

the person don’t know each other, colour their edges between the corresponding

vertices by red.

If there are three people who know each other then this is represented by blue

triangle in K6. Similarly, if there are three people who don’t know each other

then this is represented by a red triangle.

Take an arbitrary vertex a . Its degree is five in K6.When we colour edges inci-

dent with a either blue or red. So one colour must be used at least three times.

In this case it is a monochromatic triangle. We will discuss monochromatic in

later. [1]

1.2 Outline of Project

In Chapter 1 we will discuss about intoduction about Ramsey Theory. We can

see reason for invention of Ramsey theory in this chapter. We can explain it

through Graph Theory

In Chapter 2 is literature review. In this chapter we will see the books and

journal papers that are supportive documents for the project.

In Chapter 3 we will see the definition related to graph theory and definitions

related to Ramsey Theory. We can see the examples which supporting the defi-

nition and also some counter example.

In Chapter 4, we discuss some important theorems that are using in Ramsey

Theory.

In Chapter 5, we conclude the study by discussing the application of Ramsey

theory.
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Chapter 2

Literature Review

[1] John Clark and Derek Allan Holton, A First Look at Graph Theory,

1991

It is an excellent introductory book that offers a gentle introduction to graph

theory, suitable for beginners in mathematics or computer science, it published

by World Scientific Publishing Co. Pte. Ltd. in 1991. He use simple example

to explain the Ramsey theory. Fist he started with party problem. Solved by

graph. He used party problem with 6 members. In graph it become 6 vertices.

The members who know each other by blue edge and members who does not

know each other coloured by red. It give monochromatic triangle. He gives def-

inition to monochromatic. He gave examples to generalised party problem also.

[2] Fred S. ROBERTS* Application of Ramsey Theory, 1983

In his paper we can see some application related to Ramsey theory. It will

help us know about Ramsey theory in detailed way.
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[3] Douglas B. West, Introduction to Graph Theory, 2nd edition,

2000

In second edition he explained clearly about Ramsey number and also graphs

in general terms. Let r and p1, · · · pk be positive integers. If there is a N such

that every k-coloring of
(
[N ]
r

)
yields an i-homogeneous set of size pi for some

i, then the smallest such integer is called Ramsey number R(p1, · · · pk : r).

Ramsey theorem states that we can find such integer for every choice of r and

p1, · · · pk. He explain it by some simple examples. And he gives the definition

of Ramsey Graph. Given simple graphs G1, · · ·Gk, the (graph) Ramsey number

R(G1, · · ·Gk) is the smallest integer n such that ever k-coloring of E(Kn) con-

tains a copy of Gi in color i for some i. He states the Ramsey Theorem that

given positive integers r and p1, · · · pk there exist an integer N such that every

k-coloring of
(
[N ]
r

)
yield an i- homogeneous set of size pi for some i.

[4] G. Suresh Singh, Graph Theory, 2010

This book written by G. Suresh Singh published by PHI Learning Private

Limited, New Delhi in 2010. This book also says about Ramsey theory. It give

simple definition to Ramsey number and Ramsey graph.Given any two positive

integer k and l, there is a least positive integer denoted by R(k, l) vertices con-

tains either Kk or Kc
l . The number R(k, l) is called Ramsey number. He gives

the property of Ramsey number. A (k, l) Ramsey graph is a graph on R(k, l)-1

vertices that contains neither a Kk nor Kc
l .

[5] Lane Barton, Ramsey Theory, 2016
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It is a paper work of Lane Barton. He published his paper work in 2016,

may 13. In his work he mentioned Paul Erdos Theorem and Van der Wardens

Theorem.

The concept of Bounds of Ramsey Theory is also contributed by Erdos. In

this paper we can see Van der warden’s Theory. In this paper he proved, the

properties of Ramsey Number.
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Chapter 3

Definitions

In this chapter we will discuss some of the selected definition from Graph theory

that are applicable in Ramsey theory.

3.1 Basic Definitions of Graph Theory

Definition 3.1.1. A graph is an ordered triple G = (v(G), E(G), I(G)) where

V (G) is nonempty set, E(G) is a set disjoint from V (G), and I(G) is an incidence

relation that associates with each element of E(G) an unordered pair of elements

of V (G). Elements of V (G) are called the vertices of G and elements of E(G) are

called edges of G. V (G) and E(G) are vertex set and edge set of G, respectively.

If for the edges e of G, I(G)()e= u, v we write I(G)(e) = uv

Definition 3.1.2. Let G be a graph and v ∈ V . The number of edges incident

at v in G is called the degree of vertex v in G and is denoted by d(v). The

minimum and maximum of the degrees of the vertices of a graph are denoted by
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3.1. Basic Definitions of Graph Theory

δ and ∆ respectively.

Definition 3.1.3. A graph is called simple, it has no loop and parallel edge.

Loop means a vertex u joint to itself by an edge. Parallel edge means let G be

a graph if two or more edges of G has same end vertices then these edges are

called parallel.

Definition 3.1.4. A complete graph is a simple graph in which each pair of

distinct vertices is joined by an edge

Definition 3.1.5. If for some positive integer K, d(v) = K for every vertex v

of graph G. G is called K-regular

Definition 3.1.6. Let simple graph is called self compliment if it is isomorphic

its on compliment

Definition 3.1.7. A graph G is called connected if every two of its vertices are

connected

A graph that is not connected is called disconnected

Definition 3.1.8. A graph G is called a tree if it is a connected acyclic graph.

Acyclic graph is a graph G contain no cycle.

Definition 3.1.9. An independent set S in a graph G is a subset of vertices

where for any two vertices u and v in S, there is no edge between u and v in the

graph G.

Definition 3.1.10. A clique of G is a complete subgraph of G. A clique of G is

a maximal clique of G if it is not properly contained in another clique of G.
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3.2. Definitions on Ramsey Theory

3.2 Definitions on Ramsey Theory

3.2.1 Pigeonhole Principle

The Pigeonhole principle, also known as the Dirichlet pigeonhole principle, sim-

ply states that if there exist n pigeonholes containing n + 1 pigeons, one of the

pigeonholes must contain at least two pigeons . This can be generalised to say

that if there are a finite number of pigeonholes must contain an infinite number

of pigeons.

Definition 3.2.1. A 2-coloured graph is a graph is a graph whose edges have

been coloured with 2 different colours.

3.2.2 Monochromatic Graph

Definition 3.2.2. Given an assignment of colours to all edges of a graph G, a

subgraph H of G is called monochromatic if all the edges of H have the same

colour.

Example 3.2.1. Consider the complete graph G = K6. Represent the six people

by the six vertices of G. Any two vertices a and b are defined to be adjacent, if

and only if the corresponding persons know each other. Now colour their edges

by blue. If the person don’t know each other, colour their edges between the

corresponding vertices by red.

If there are three people who know each other then this is represented by blue

triangle in K6. Similarly, if there are three people who don’t know each other

then this is represented by a red triangle.

Take an arbitrary vertex a . Its degree is five in K6. When we colour edges

9



3.2. Definitions on Ramsey Theory

incident with a either blue or red. So one colour must be used at least three

times. Assume that ab, ac, ad are coloured blue. That means a and b, a and c, a

and d knows each other. If bc, bd, or dc coloured blue then we get blue triangle.

Figure 3.1: abc blue triangle

Figure 3.2: abd blue triangle

Figure 3.3: acd blue triangle

Similarly we can say in the case of red triangle. [1]
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3.2. Definitions on Ramsey Theory

3.2.3 Ramsey Number

Definition 3.2.3. Given any two positive integers k and l, there is a least posi-

tive integers denoted by R(k, l) such that every graph on R(k, l) vertices contains

either Kk or Kc
l . The numbers R(k, l) is called Ramsey numbers.

We can use r instead of R. We can defined in general terms. Let r and

p1, · · · pk be positive integers. If there is a N such that every k-coloring of(
[N ]
r

)
yields an i-homogeneous set of size pi for some i, then the smallest such

integer is called Ramsey number R(p1, · · · pk : r). Ramsey theorem states that

we can find such integer for every choice of r and p1, · · · pk.

Remark 1. (1) R(k, l) = 1 = R(1, l)

(2) R(2, l) = l, R(k, 2) = k

(3) Every graph on p vertices contain either a clique of k vertices or an inde-

pendent set of l vertices if p ≥ R(k, l)

(4) If there is a graph on p vertices that contains neither a clique of k vertices

nor an independent set of vertices then

p < R(k, l) or p+ 1 ≤ R(k, l)

(5) G contains Kk or Kc
l if and only if Gc contains Kc

l or Kl.

Example 3.2.2. R(3, 3)=6

Also it can ask like this: What is the smallest number of people so that there

must be 3 mutual friend and 3 mutual strangers?

Solution: Let v1, v2, v3, v4, v5, v6 be 6 vertices. We will colour blue to represent

11



3.2. Definitions on Ramsey Theory

friends and red to represent strangers. By Pigeonhole principle, “if n items are

put into m containers, with n > m, then at least one container must contain

more than one”. So, we will colour 5 edge by two colour, that means at least 3

edges are coloured with same colour.

Figure 3.4: K3 Graph

By this figure we get K3 graph. Suppose v2, v5 coloured by red. And v3, v2

coloured by red

Figure 3.5: Independent of 3 vertices

We get independent set of 3 vertices. We can coloured by any way, we will
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3.2. Definitions on Ramsey Theory

get either K3 or independent of 3 vertices.

Next we will show the smallest number of vertices in these type of graph is 6.

Consider a graph with 5 vertices. We need to check K3 or independent set of 3

vertices.

Figure 3.6: Graph K5

There is neither clique of 3 vertices nor independent set of 3 vertices.

Therefore, the smallest positive number of vertices to form 3 vertices or indepen-

dent set of 3 vertices is 6

Example 3.2.3. Show R(3, 4)=9?

Solution: We have, If k ≥ 2 and l > 2, then

R(k, l) ≤ R(k − 1, l) +R(k, l − 1)

R(3, 4) ≤ R(2, 4) +R(3, 3)

≤ R(2, 4) +R(3, 3)− 1

< R(2, 4) +R(3, 3)
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3.2. Definitions on Ramsey Theory

< 4 + 6 = 10

≤ 9

We need to prove R(3, 4) > 8

Assume that not less than or equal to 8. Let G be with 8 vertices. We need to

check either there exist K3 or independent of 4 vertices.

Figure 3.7: Graph with 8 vertices

This is the graph with 8 vertices. The vertices are connected if i − j =1 or

4. In this graph we can see the connected vertices. Consider any 4 vertices.

Figure 3.8: 4 vertices graph
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We cannot find a K3 or independent set. So our assumption is wrong.

R(3, 4) < 8. This implies R(3, 4) = 9.

s. t 1 2 3 4 5 6 7 8 9 10
1 1 1 1 1 1 1 1 1 1 1
2 1 2 3 4 5 6 7 8 9 10
3 1 3 6 9 14 18 23 28 36
4 1 4 9 18 25
5 1 5 14 25
6 1 6 18
7 1 7 23
8 1 8 28
9 1 9 36
10 1 10

Table 3.1: Ramsey Table

3.2.4 Ramsey Graph

Definition 3.2.4. A (k, l) Ramsey graph is a graph on R(k, l)-1 vertices that

contains neither a Kk nor Kc
l .

Figure 3.9: Ramsey graph
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3.2. Definitions on Ramsey Theory

3.2.5 k-colouring of a set

Definition 3.2.5. A k-partition or k colouring of a set is a partition of it into

p classes. A class or is label is a colour. Typically, the set of colours is [p]. The

collection of r-sets in S is
(
S
r

)
; a k-colouring of these is a map f :

(
S
r

)
→ [k].

A homogeneous set is a set T ⊆ S whose r-sets have received the same colour;

if colour i, then T is i-homogeneous. The notion N → (k1, k2 · · · , kp)r means

that every k colouring of
(
[N ]
r

)
yields for some i, and i-homogeneous set of size ki.

such an integer N exists, then the smallest such integer is also Ramsey number

denoted by R(k1, K2, · · · kp : r). [3]
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Chapter 4

General Results on Ramsey Theory

In this chapter we deal with theorems and proof, also results related on Ramsey

Theory.

Theorem 4.0.1. R(1, l)= R(k, 1) = 1

Proof. R(1, l) it means the graph contains either a clique of 1 vertex or indepen-

dent set of l vertices.

Let G have only 1 vertex. It contain clique of 1 vertex..

Let G′ has 2 vertices that is v1, v2. If it is connected by an edge e. Then ∃ a

clique of 1 vertex. Similarly in n number of vertices. By the definition of Ramsey

number, we get R(1, l) = 1

R(k, 1) it means graph contain either a clique of k vertices or independent set of

1 vertex

Let G be a graph with 1 vertex. Then we get independent set of 1 vertex.

Let G′ be a graph with 2 vertices v1, v2, if there is a edge connected by an edge.

So there exist clique of 2 vertices, otherwise independent set of 1 vertices.
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Similarly, in the case of 3, 4, . . . number of vertices.

By the definition of Ramsey number, we get R(k, 1) = 1.

=⇒ R(1, l) = R(k, 1) = 1

Theorem 4.0.2. For any positive integer k and l R(k, l) =R(l, k)

Proof. Let R(k, l) = p. To prove the theorem, its enough to prove that R(l, k)

= p.

Let G be a graph with order p.

Claim: Either Kl ⊆ G or Kk ⊆ Gc

Since G is of order p, it is clear that Gc is also of order p. Since R(k, l) = p,

either Kk ⊆ Gc or Kl ⊆ (Gc)c = G, which implies either Kl is a subgraph of G

or Kk is a subgraph of Gc. Hence the claim. Thus,

R(l, k) ≤ p (4.1)

Further, since R(K, l) = p, there is a graph H with order p− 1 such that Kk is

not a subgraph of H, and Kl is not subgraph of Hc. It follows that Kl is not a

subgraph of Hc of order p − 1 and Kk is not a subgraph of (Hc)c = H, which

implies that

R(l, k) ≥ p (4.2)

From Eqs. (4.1) and (4.2), we get R(l, k) = p.

Hence the proof
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4.1 Existence of Ramsey Number

We have some values for Ramsey Numbers to find them. In this section we

show that in fact the Ramsey Number exists for all k, l ≥ 2, even if we don’t

know the value is. By this section we prove a method to find Ramsey Number. [3]

Theorem 4.1.1. For any positive two integers k ≥ 2 and l ≥ 2 R(k, l) ≤

R(k, l − 1) +R(k − 1, l)

Furthermore if R(k, l − 1) and R(k − 1, l) are both even, then inequality strictly

hold.

Proof. Let R(k, l − 1) + R(k − 1, l) = n. Let G be graph with n vertices. Let

v ∈ V (G).

Then there exit other n−1 vertices, which implies there exist other R(k, l−1)+

R(k − 1, l)− 1 vertices other than v. We will get two cases.

Case 1: v is non adjacent to a set S at least R(k, l − 1) vertices.

V (S) ≥ R(k, l − 1).

Case 2: v is adjacent to a set T at least R(k − 1, l) vertices.

V (T ) ≥ R(k − 1, l).

Either of case 1 or case 2 must hold.

Suppose neither case 1 nor case 2 holds.

That is,

V (S) < R(k, l − 1) ≤ R(k, l − 1)− 1

V (T ) < R(k − 1, l) ≤ R(k − 1, l)− 1.

We have, number of vertices to which v is adjacent + number of vertices to
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4.1. Existence of Ramsey Number

which v is non adjacent.

≤ R(k, l − 1)− 1 +R(k − 1, l)− 1

= R(k, l − 1) +R(k − 1, 1)− 2

< R(k, l − 1) +R(k − 1, l)− 1

But LHS becomes n− 1. we get n− 1 < n− 1. This is a contradiction. So our

assumption is wrong. Therefore, either 1 or 2 will hold.

Assume that case 1 hold. There form G[S] a subgraph S with at least R(k, l−1)

vertices. In S ∃ clique of k vertices or an independent set of l − 1 vertices.

Consider G[S ∪ {v}] contains a clique of k vertices or an independent set of l

vertices. Assume that case 2 holds. Then v is adjacent to set T of at least

R(k − 1, l) vertices. G[T ] forms subgraph T with at least R(k − 1, l) vertices.

In T , ∃ a clique of k − 1 vertices or an independent set of l vertices. Consider

G[T ∪ {v}] contains a clique of k vertices.

In either case ∃ R(k, l) set of vertices. We know that it is the least one. So,

R(k, l) ≤ n Suppose both are even. Let G be graph of R(k, l− 1)+R(k− 1, l) -1

vertices. In any graph G number of vertices of odd degree is even. This implies ∃

some vertex v is even degree. That is incident to even number of vertices. Since

v has even degree v cannot adjacent to precisely R(k − 1, l)− 1 vertices. Let T

be number of adjacent vertices to v and S be non adjacent vertices.

|T | cannot same as R(k − 1, l)− 1. Either (a) |T | < R(k − 1, l)− 1 or

(b) |T | > R(k − 1, l)− 1.

|T | ≠ R(k − 1, l)− 1

|S| ≠ R(k, l − 1)− 1
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|T | ≥ R(k − 1, l), then (b) satisfy. If |S| ≥ R(k, l− 1), then (a) satisfy. Thus

G contains clique of k vertices or independent set of l vertices.

Hence the proof.

Example 4.1.1. We know R(3, 3) = 6. We prove it by theorem.

Figure 4.1: 5 vertices graph

This graph contains neither K3 nor Kc
3. Thus,

R(3, 3) > 5 nor R(3, 3) ≥ 6

By theorem R(3, 3) ≤ R(3, 2) +R(2, 3) = 3 + 3. Thus,

R(3, 3) ≤ 6

. That is we get

R(3, 3) = 6

Example 4.1.2. Consider R(3, 5)
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4.2. Bounds of Ramsey Numbers

Figure 4.2

This graph neither contains a K3 nor Kc
3. Thus,

R(3, 5) > 13 or R(3, 5) ≥ 14.

We have R(3, 5) ≤ R(3, 4) +R(2, 5) = 9 + 5.

R(3, 5) ≤ 14

Therefore,

R(3, 5) = 14

4.2 Bounds of Ramsey Numbers

However, there are bounds that can allow us close to the actual value. Further

reading on recent developments on upper and lower bounds on Ramsey Number.
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In this section, we will see the proof for upper bound and lower bound

Theorem 4.2.1. For any two positive integers k, l, R(k, l) ≤

k + l − 2

k − 1


Proof. This proof by induction on k + l.

R(1, 1) = 1. Here k = 1 and l = 1. By hypothesis, k + l − 2 = 0 and k − 1 = 0(
0
0

)
= 1.

Similarly, R(1, 2) = 1, R(2, 2) = 2, R(2, 3) = 3.

This result is true for k + l ≤ 5.

Assume that the result true for 5 ≤ k + l < m+ n.

Next we will prove that the result is true for m+ n. That is,

R(m,n) ≤

m+ n− 2

m− 1


By previous theorem,

R(m,n) ≤ R(m− 1, n) +R(m,n− 1)

we get,

R(m,n) ≤

m− 1 + n− 2

m− 1− 1

+

m+ n− 1− 2

m− 1


≤

m+ n− 3

m− 2

+

m+ n− 3

m− 1


=

(m+ n− 3)!

(m− 2)!(n− 1)!
+

(m+ n− 3)!

(m− 1)!(n− 2)!
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multiplied first term by (m− 1)! and and second term by (n− 1)!. We get,

R(m,n) ≤ (m+ n− 3)!(m− 1)!

(m− 2)!(n− 1)!
+

(m+ n− 3)!(n− 1)!

(m− 1)!(n− 2)!

=
(m+ n− 3)![m− 1 + n− 1]

(m− 1)!(n− 1)!

=
(m+ n− 3)!(m+ n− 2)

(m− 1)!(n− 1)!

=
(m+ n− 2)!

(n− 1)!(m− 1)!

=

m+ n− 2

m− 1


ie, R(m,n) ≤

m+ n− 2

m− 1



So the result is true for m+ n. Therefore, R(k, l) ≤

k + l − 2

k − 1

.

Hence the proof

Corollary 4.2.1. For all k ≥ 2, k be an integer. We have that R(k, k) ≤ 4k−1

Proof. Put k = l, into previous theorem. we have

R(k, k) ≤

2k − 2

k − 1

.

Now recall that the total number of subsets of a set of size n is 2n. By the

definition of binomial coefficient we are choosing subsets of size 2k − 2.
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R(k, k) ≤

2k − 2

k − 1

 ≤ 22k−2 = 22(k−1) = 4k−1

Example 4.2.1. Show that R(4, 3) ≥ 9.

Proof. To see that R(4, 3) ≥ 9, consider the following two-coloured K8. Label

the vertices of the graph clockwise with elements of 1, 2, · · · , 8 in ascending order.

Let edge ij ∈ E(K8), with i < j be blue if i− j ∈ {1, 4, 7} and red if i− j ∈

{2, 3, 5, 6}.

Suppose there exists a blue triangle. Then take a smallest vertex, i, of this

triangle. Vertex i must make a blue triangle with two of the vertices i+ 1, i+ 4

and i + 7 for these edges to be blue. However, observe that none of these three

vertices have difference 1, 4 or 7, and so cannot have a blue edge between them,

a contradiction. Hence there is no blue triangle.

On the other hand, suppose we have a red K4. Take smallest vertex i of this

red K4. We would then need three of the four vertices i + 2, i + 3, i + 5 and

i + 6. Observe that we must choose i + 2 and i + 3 together, or i + 5 and i + 6

together. However, their difference is 1 and so would be joined with a blue edge,

a contradiction. Hence there is no red K4.

Theorem 4.2.2. For any positive integer k, R(k, k) ≥ 2k/2. [3]

Proof. Since R(1, 1) = 1 and R(2, 2) = 2. We assume that the result is true for

k ≥ 3. We have to show that R(k, k) ≥ 2k/2. Enough to show that ∃ no number

k such that R(k, k) < 2k/2. That implies R(k, k) ≮ 2k/2. That is, if we choose

any number n with n < 2k/2. Then there is a graph on n vertices which is not
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R(k, k). For any n < 2k/2, there exist a graph on n vertices which has neither a

k-clique nor k- independent set of vertices. This proof by probablistic method.

We have to prove the existence of such graph.

Let k ≥ 3

Let Gn is set of possible simple graph with vertex set {v1, v2, · · · vn}

Let Gk
n be the set of those graph in Gn that have a clique of k vertices. Let E

be the maximum number of edges in the set {v1, v2, · · · vn}. Then |E| =
(
n
2

)
|Gn| = P (E) = 2(

n
2) (4.3)

Clearly we can say Gk
n ⊂ Gn. Fix S ⊆ V with |S| = k. The possible number of

edges between vertices of S is
(
k
2

)
. The rest of edges is

(
n
2

)
−
(
k
2

)
. Let E ′ be any

subset of
(
n
2

)
−

(
k
2

)
edges with k-clique

|E ′| = 2(
n
2)−(

k
2)

Since S is arbitrary, there exists
(
n
k

)
distinct k element subset of {v1, v2, · · · vn}

|Gk
n| ≤

(
n

k

)
2(

n
2)−(

k
2) (4.4)

Divide Eqn (4.4) by (4.3)

∣∣∣∣Gk
n

Gn

∣∣∣∣ ≤
(
n
k

)
2(

n
2)−(

k
2)

2(
n
2)

=
n!

k!(n− k)!
2(

−k
2 )

<
nk

k!
2(

−k
2 )

26



4.2. Bounds of Ramsey Numbers

That is, ∣∣∣∣Gk
n

Gn

∣∣∣∣ < nk

k!
2(

−k
2 ) (4.5)

Suppose we have a large n such that Eqn (4.5) implies

|Gk
n|

|Gn|
<

2(
k
2
)k2(

−k
2 )

k!

=
2k

2/22
−k(k−1)

2

k!

=
2k/2

k!

< 1/2

That is,

|Gk
n|

|Gn| < 1/2

|Gk
n| < 1/2|Gn| (4.6)

Gn = {G|Gc ∈ Gn}.

Let cGk
n

be collection of simple graph in Gn with k independent set of vertices.

We know, |cGk
n
| = |Gk

n|

|cGk
n
| < 1/2|Gn| (4.7)

|cGk
n
|+ |Gk

n| < 1/2|Gn|+ 1/2|Gn|

< |Gn|

This implies, cGk
n
∪Gk

n ⊂ Gn.

That is , [cGk
n
∪ Gk

n]
c ̸= ∅, which implies ∃ some graph Gn that contain neither

a k clique nor k independent set of vertices.This hold because of n < 2k/2. So,
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R(k, k) ≥ 2k/2.

Hence the proof.

28



Chapter 5

Application and Conclusion

In this chapter we discuss application of Ramsey Theory. Then we conclude our

project.

There are many interesting application of Ramsey Theory, in number theory,

algebra, geometry, topology, set theory, logic, ergodic theory, information theory

and theoretical computer science.

5.1 Confusion channel for noisy channels

In communication theory, a noisy channel gives rise to a confusion graph, a

graph whose vertices are elements of a transmission alphabet T and which has

an edge between two letters of T if and only if, when sent over the channel, they

can be received as the same letter. Given a noisy channel, we would Like to

make errors impossible by choosing a set of signals that can be unambiguously

received, that is, so that no signal in the set is confusable with another signal in

the set. This corresponds to choosing an independent set in the confusion graph
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5.1. Confusion channel for noisy channels

G. In the confusion graph G of Fig. 5.1 the largest independent set consists

of two vertices. Thus, we may choose two such letters, say a and c, and use

these as an unambiguous code alphabet for sending messages. In general, the

largest unambiguous code alphabet has α(G) elements, where α(G)is the size of

the largest independent set in G.

Figure 5.1: Confusion Graph ‘G’

To see whether we can find a better unambiguous code alphabet, we shall

introduce the notion of normal product G. H of two graphs G and H. This is

defined as follows. The vertices are the pairs in the Cartesian product

V (G)×V (H). There is an edge between (a, b) and (c, d) if and only if one of the

following holds:

(i) {a, c} ∈ E(G) and b, d ∈ E(H),

(ii) a = c and {b, d} ∈ E(H),

(iii) b = d and {a, c} ∈ E(G).

We can find a larger unambiguous code alphabet by allowing combinations

of letters from the transmission alphabet to form the code alphabet. For ex-

ample, suppose that we consider all possible ordered pairs of elements from the

transmission alphabet T , or strings of two elements from T . Then under the
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confusion graph of Fig. 5.1, we can find four such ordered pairs, aa, ac, ca, and

cc, none of which can be confused with any of the others. In general, two strings

of letters from the transmission alphabet can be confused if and only if they

can be received as the same string. In this sense, strings aa and ac cannot be

confused, since a and c cannot be received as the same letter. We can draw a

new confusion graph whose vertices are strings of length two from T . This graph

has the following property: Strings xy and uv can be confused if and only if one

of the following holds:

(i) x and u can be confused and y and v can be confused,

(ii) x = u and y and u can be confused,

(iii) y = u and x and u can be confused.

In terms of the original confusion graph G, the new confusion graph is the normal

product G ·G. If G is the confusion graph of Fig. 5.1, we have already observed

that one independent set or unambiguous code alphabet in G · G can be found

by using the strings aa, ac, ca, and cc. However, there is a larger independent

set that consists of the strings aa, bc, ce, db, and ed.

The most famous theorem about it is Hedrlin theorem.

Theorem 5.1.1. If G and H are any graphs, then

α(G ·H) ≤ R(α(G) + l, α(H) + l)− 1.

Alon and Orlitzky use probabilistic constructions of self-complementary Ram-

sey graphs, that are also Cayley graphs. [6]
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5.2. Design of packet switched networks

5.2 Design of packet switched networks

Stephanie Boyles and Geoff Exoo (personal communication) have found an ap-

plication of Ramsey theory in the design of a packet switched network, the Bell

System signaling network. We describe the application in this section.

Figure 5.2: Link are coloured by red, blue, black

Consider a graph in which vertices represent communications equipment

joined by communications links or edges. The graph is assumed to be com-

plete, that is, every pair of vertices is joined by a link. In some applications,

vertices are paired up, and we would like to guarantee that in case of outages of

some links, there will always remain at least one link joining every paired set of

vertices. For instance, consider the graph shown in Fig. 5.2. The vertices labeled

x1 and x2 are paired, the vertices labeled y1, and y2 are paired, and the vertices

labeled z1, and z2 are paired. Outages occur at intermediate facilities such as

microwave towers, trunk groups, etc. An outage at such a facility will affect all
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5.2. Design of packet switched networks

links sharing this facility. Let us color the intermediate facilities and hence the

corresponding links. Fig. 5.2 shows such a coloring. Note that in case the red

intermediate facility goes out, there will be no operative links between the pair

of vertices x1, and x2, and the pair of vertices z1 and z2. This corresponds to

the fact that the four edges {xi, zj} form a monochromatic (red) Z4. In general,

designing a network involves a decision as to the number of intermediate facilities

and which links will use which intermediate facilities. We would like to design

the network so that if any intermediate facility is destroyed, there will remain at

least one link for each paired set of vertices. If the vertex pairing may change

after the network is constructed, we want to avoid all monochromatic Z4’s.

It turns out that R(Z4, Z4, ) =6. Thus, if there are just two intermediate fa-

cilities, there is a network with 5 vertices which has an assignment of links to

intermediate facilities so that there is no monochromatic Z4. Chung and Gra-

ham show that R(Z4, Z4, Z4) ≥ 8. Thus, there is a network with three different

intermediate facilities and 7 vertices and no monochromatic Z4.

As we have said, designing a network involves a decision as to the number of

intermediate facilities and which links will use which intermediate facilities. In-

termediate facilities are expensive, and it is desirable to minimize the number of

them. Thus, one is led to ask the following. If we have a network of n vertices,

what is the least number of colors or intermediate facilities so that there is some

network of n vertices and some coloring of edges (assignment of links to inter-

mediate facilities) with no monochromatic Z4. In other words, what is the least

r so that if there are rZ4‘s, R(Z4, Z4, · · ·Z4) > n? If n = 6, as in our example of

Fig. 3, then since R(Z4, Z4) = 6, and R(Z4, Z4, Z4) ≥ 8, we have r= 3. We need

three intermediate facilities. Boyles and Exoo point out that for their purposes,

it is enough to estimate the number r using a result of Erdos that a graph of n
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vertices always contains Z4, if it has at least 1
2
n3/2 + 1

4
n edges. If the

(
n
2

)
edges

of an n-vertex graph are divided into r color classes, the average class will have(
n
2

)
/r edges, and so, by the pigeonhole principle, some class will have at least(

n
2

)
/r edges. We want to be sure that no class has 1

2
n3/2 + 1

4
n edges, so we must

pick r so that [6]

(
n

2

)
/r >

1

2
n3/2 +

1

4
n

5.3 The Ramsey Pricing Theory

5.3.1 The Ramsey Pricing Method

Mathematical model of Ramsey pricing is expressed as follows. Suppose a public

institution producing n types of products (or provide n types of customers with

service), i = 1, 2, · · · , n , and the demand for all kinds of products (or groups of

users) are independent. Product consumption is q = (q1, · · · , qn), when the price

vector is p = (p1, · · · , pn), the demand function is qi = Di(q1, · · · , qn).

Enterprises Revenues: R(q) =
∑n

i=1 piqi,

Cost Function: C(q1, · · · qn),

Total Consumer Surplus: S(q) =
∫
Di(qi, · · · , qn) · dq −

∑n
i=1 piqi,

Producer Surplus: R(q)− C(q1, · · · qn),

The Ramsey pricing problem is denoted as max.{S(q)+R(q)−C(q1, · · · qn)},

such that R(q)− C(q1, · · · qn) ≥ 0..

The introduction of the Lagrange multiplier λ makes the above maximization
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5.3. The Ramsey Pricing Theory

problem into:

W =

∫
Di(q1, · · · , qn) · dq − C(q1, · · · qn) + λ[R(q)− C(q1, · · · qn)]

The formula of qi were seeking a first-order partial derivatives,

∂W

∂qi
= (pi −MCi) + λ

(
∂pi
∂qi

qi + pi −MCi

)
= 0

=⇒ (1 + λ)(pi −MCi) = −λ
∂pi
∂qi

qi

=⇒ pi −MCi

pi
=

λ

1 + λ
· 1

ni

Among them,

ηi =
∂qi
∂pi

· pi
qi

is the price elasticity of demand of class I products (or class I user), if

R =
λ

1 + λ

is denoted as the Ramsey index, then

pi = MCi/(1−R/ηi)

The Equation shows that the price of each type of product (user) on the

marginal cost of an addition (pi − MCi)/pi is inverse proportion to the price

elasticity of the product demand, this is the famous rally rules. Ramsey pricing

consider the impact of user demand price elasticity to product prices, greater

35



5.3. The Ramsey Pricing Theory

elasticity of demand for the product, if the price is too high, it will cause a

significant decrease in demand, thus resulting in the decrease of consumer surplus

and the loss of social welfare. If the price elasticity of demand for products with

a lower price, due to less demand for change, the impact on consumer surplus

and social welfare is relatively small.

5.3.2 The Analysis of the Ramsey Pricing Method

In order to better solve the problem of sales price cross-subsidies, we can ap-

ply the Ramsey pricing theory to determine the level of sales price of classified

users. Appropriate adjustments to the existing sales price level with reference to

Ramsey pricing, to reduce or cancel the purpose of cross subsidies.

Ramsey pricing is a sub optimal pricing method which is determined by the

marginal cost of the enterprise and the price elasticity of different kinds of users

in order to ensure the balance of power grid enterprises. The power cost of the

residents is higher than that of the industrial users, and the price elasticity of

the residents demand is less than that of the industrial users. In accordance with

the Ramsey pricing theory, the sales price of the residents should be higher than

the industrial customers, which is in line with the general situation of foreign

residents in the electricity price is higher than the price of electricity .

The main steps of Ramsey pricing are shown in Figure 5.3. The difficulty lies

in the determination of the marginal cost of power supply MCi and the price

elasticity of demand for various types of users.
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Figure 5.3: Outline of Ramsey Pricing Method

Under normal circumstances, the price elasticity of electricity demand in-

creases with the increase of user power consumption. In accordance with the

Ramsey pricing theory to determine the user’s electricity price, industrial users

demand price elasticity is higher and its power supply marginal cost is low, so

the Ramsey tariff for industrial users should be low; in contrast, the demand

price elasticity of residential users is small and its power supply marginal cost

is higher, so it should be higher than the price of industrial electricity. To a

certain extent, Ramsey price reduces the cross-subsidies in the past, and ensure

the balance of corporate earnings under the premise to achieve the suboptimal

goal of increasing social welfare, but it is not satisfactory in the social welfare

distribution.

At present, China’s current residential electricity price is lower than indus-

trial tariffs. If you take Ramsey pricing method to determine the sales price of

users, residential electricity prices will rise substantially, which is obviously un-

fair. The power of human life is an indispensable necessity, if substantial increase

in residential electricity prices will lead to poor areas and low-income users not
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5.3. The Ramsey Pricing Theory

affording the high electricity bills, the impact of basic electricity needs of these

users daily.

To solve the above problem, consider the lifeline tariff for residential users

combined with Ramsey pricing, determine the lifeline of residential users per

capita electricity consumption standards, within this standard residential elec-

tricity demand have greater rigidity. When residents of the user is within this

standard, according to the lifeline electricity tariff to be settled; if residents life-

line electricity consumption exceeds the standard, the standard price of electricity

by lifeline settlement, the excess electricity tariff by Ramsey settlement. This

approach not only ensures the poor areas, low-income residents basic daily de-

mand for electricity, but also encourages users to conserve electricity, to achieve

optimal allocation of resources.

In the total welfare function, different users can set different welfare weights,

and their mathematical expression is as follow:

(pi −MCi)/pi = λ/ηi(αi = λ)

is social welfare weight factor. Government related departments can set or adjust

the value αi of residents, industry and other users, so as to achieve a reasonable

adjustment of different kinds of user sales price, and to meet the purpose of

different types of users of electricity demand.
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Conclusion

This project help us to understand Ramsey Theory in a detailed way.We initi-

ated the project work by introducing of Ramsey Theory in which we discussed

about invention and the reason for implement Ramsey Theory by Frank Plump-

ton Ramsey. Then we saw Ramsey number along with some examples and then

we proved Ramsey theory. By application we understood that its development

in various field. The complexity of Ramsey numbers and their applications in

various fields emphasizes the presence of order over randomness.

Considering the implications of his findings, it turns out that Ramsey’s theory

goes beyond graph theory and affects the structure of mathematical structures.

The project not only deepened our appreciation for the beauty of mathematical

reasoning, but also provided valuable insights into the limitations and possibili-

ties of the search for order.

In the great tapestry of mathematics, Ramsey’s theory testifies to the inex-

haustible richness of mathematical structures and their ability to inspire respect

and curiosity. May our efforts contribute to ongoing dialogue in the field and

ignite the intellectual curiosity of future generations of mathematicians.
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Introduction

Graph Theory is the study of the relationships providing a helpful tool to quantify

and simplify the moving parts of a dynamic system. Graph theory may be

precisely traced back to 1735, when the Königsberg bridge issue was solved by

Swiss mathematician Leonhard Euler. The Königsberg Bridge Problem is a well-

known conundrum that involves figuring out a way to cross each of the seven

bridges that span a forked river flowing past an island without going over any

of them twice. Euler maintained that there isn’t a way like that. He effectively

proved the first theorem in graph theory with his demonstration, which simply

made reference to the bridges physical configuration. Over a century after Euler’s

Königsberg bridge work, Cayley was motivated to investigate a specific class of

graphs called trees because he was interested in certain analytical forms that

emerged from differential calculus. His methods mostly involve counting graphs

that possess specific attributes. Then the essential results published by Pólya

between 1935 and 1937 and the results of Cayley led to the development of

enumerative graph theory.

Many real life problems can be represented using Graph theory. But graphs

do not represent all the systems properly due to the uncertainty or haziness of

1



Outline of the Project

parameter of the system. This led to the introduction to fuzzy graphs. Rosenfeld

first introduced the concept of fuzzy graphs. After that fuzzy graph thoery

become a vast research area. Since the world is full of uncertainty, the fuzzy

graphs occur in many real life situations. Fuzzy graph theory is advanced with

large number of branches. In this project, the structural properties and some

graph theoretical concepts of fuzzy graphs have been studied.

This work entitled Fuzzy Graph Theory introduces the concept of fuzzy-

graphs and its various properties.

Outline of the Project

Apart from the introductory chapter, we have described our work in four chap-

ters.

Chapter 1 covers the necessary definitions and concepts in basic fuzzy set

theory and graph theory.

In Chapter 2, basic definitions, different types of fuzzy graphs and the

connectedness of fuzzy graphs have been discussed.

In Chapter 3, the different types of operations on fuzzy graphs and associ-

ated matrices have been discussed.

In Chapter 4 we look into the applications of fuzzy graph in various fields.
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Introduction

The mathematical programming refers to mathematical models used to solve

problems such as decision problems. The terms are meant to contrast with

computer programming which solves such problems by implementing algorithms

which may be designed specifically for a given problems.By mathematical pro-

gramming,we consider declarative approaches.This means that a separation is

considered between the representation of the problem through a mathematical

model and its solving.The idea is that solving may be done through general

methods such as branching methods,using the mathematical model designed to

capture the problem.For instance,considering a decision problem that can be

represented by a graph,variables can represent the presence or absence of such

vertices and edges in the solution.

Linear programming or linear optimisation may be defined as the problem of

maximising or minimising a linear function that is subjected to linear constraints.

The constraints may be equalities or inequalities.The optimization problems.

involve the calculation of profit and loss.Linear programming problems are the

important class of optimization problems,that helps to find the feasible region

and optimising the solution in order to give the highest or lowest value of the

1



Outline of the Project

function.The main aim of the linear programming problem is to find the optimal

solution.Linear programming is the method of considering different inequalities

relevant to a situations and calculating the best value that is required to be

obtained in those conditions.

In an optimisation problem, all parameters of the model are given,and we

need to find from among all feasible solutions and optimal solution for a specified

objective function.In an inverse optimisation problem,however,the situation is

revised and we need to adjust the values of the parameters in a model has little

as possible such that a given feasible solution becomes an optimal solution under

the new parameter values.Sometimes the adjustment of various parameters cause

different costs and the objective is to use a minimum cost to change the given

feasible solution into an optimal one.This type of problems has an potential

applications.

2



Outline of the Project

Outline of the Project

Apart from the introductory chapter, we have described our work in four chap-

ters.

Chapter 1 In this chapter, we are focus on optimality conditions for this

problem. we show that , under mild assumptions, these conditions can be checked

in polynomial time.

In Chapter 2, we discuss a further study on inverse linear programming

problems, which requires us to adjust the cost coefficients of a given problem.

In Chapter 3, The inverse optimal problem have been discussed.

In Chapter 4, We are focus on some application to inverse network opti-

mization. The inverse LP problem can be used to analyse some inverse network

optimization.

3



Chapter 1

Inverse Programming

1.1 Introduction

Let ψ(b, c) = argmax{CTx : Ax = b, x ≥ 0} denote the set of optimal solutions

of a linear parametric optimization problem

max{cTx : Ax = b, x ≥ 0} (1)

where the parameters of the right hand side and in the objective function are

elements of given sets

B = {b : Bb = b̃}, C = {c : Cc = c̃}

respectively. Throughout this project, A ∈ Rm×nis a matrix of full row rank

m,B ∈ Rp×m, C ∈ Rq×n, b̃ ∈ R , c̃ ∈ Rq. This data is fixed once and for all.

Letx0 ∈ Rn also be fixed. Our task is to find values b̄ and c̄ for the parameters,

such that x0 ∈ ψ(b̄, c̄) or, if this is not possible, x0 is at least close toΨ(b̄, c̄).

Thus we consider the following bilevel programming problem

4



1.2. Reformulation as an Mathematical program with equilibrium constraints

min {∥x− x0∥ : x ∈ (b, c), b ∈ B, c ∈ C}, (2)

which has a convex objective function x ∈ Rn→ f(x) := ∥x − x0∥, but not

necessarily a convex feasible region.

Throughout the project the following system is supposed to be infeasible:

ATy = c

Cc = c̃ . (3)

Otherwise every solution of

Ax = b

x ≥ 0,

Bb = b̃,

(1.1)

would be feasible for (2), which means that (2) reduces to

min{∥x− x0∥ : Ax = b, x ≥ 0, Bb = b̃},

which is a convex optimization problem.

1.2 Reformulation as an Mathematical program

with equilibrium constraints

First we transform (2) via the Karush-Kuhn-Tucker conditions into a mathemat-

ical program with equilibrium constraints (MPEC) and we get

5



1.2. Reformulation as an Mathematical program with equilibrium constraints

∥x− x0∥ → minx,b,c,y

Ax = b

x ≥ 0

ATy ≥ c

xT (ATy − c) = 0

Bb = b̃

Cc = c̃.

(1.2)

The next thing which should be clarified is the notion of a local optimal solution.

Figure 1.1: Definition of a local optimal solution

Definition 1.2.1. A point x̄ is a local optimal solution of problem (2) if there

exists a neighborhood U of x̄ such that ∥x − x0∥ ≥ ∥x̄ − x0∥ for all x, b, c with

b ∈ B, c ∈ C and x ∈ U ∩ ψ(b, c).

Theorem 1.2.1. Let B = {b̄}, {x̄} = ψ(b̄, c) for all c ∈ U ∩C, where U is some

neighborhood of c̄. Then, (x̄, b̄, c̄, ȳ) is a local optimal solution of (1.2) for some

dual variables ȳ.

6



1.3. Optimality via Tangent Cones

1.3 Optimality via Tangent Cones

Now we consider a feasible point x̄ of problem (2) and we want to decide whether

x̄ is local optimal or not. To formulate suitable optimality conditions certain sub-

sets of the index set of active inequalities in the lower level problem need to be

determined. Let

I(x̄) = {i : x̄i = 0}

be the index set of active indices. Then every feasible solution x of (2) close

enough to x̄ satisfies xi > 0 for all i /∈ I(x̄). Complementarity slackness motivates

us to define the following index sets, too:

• I(c, y) = {i : (ATy − c)i > 0}

• I(x̄) = {I(c, y) : ATy ≥ c, (ATy − c)i = 0∀i /∈ I(x̄), Cc = c̃}

• I0(x̄) = ∩I∈I(x̄)I.

Remark 1.3.1. If an index set I belongs to the family I(x̄) then I0(x̄) ⊆ I ⊆

I(x̄).

Remark 1.3.2. We have j ∈ I(x̄) \ I0(x̄) if and only if the system

(ATy − c)i = 0 ∀i /∈ I(x̄)

(ATy − c)j = 0

(ATy − c)i ≥ 0 ∀i ∈ I(x̄) \ {j}

Cc = c̃

7



1.3. Optimality via Tangent Cones

is feasible. Furthermore I0(x̄) is an element of I(x̄) if and only if the system

(ATy − c)i = 0 ∀i /∈ I0(x̄)

(ATy − c)i ≥ 0 ∀i ∈ I0(x̄)

Cc = c̃

is feasible.

Lemma 1.3.1. x̄ is a local optimal solution of (2) if and only if x̄ is a (global)

optimal solution of all problems (1.3)

∥x− x0∥ → minx,b

Ax = b

x ≥ 0

xi = 0 ∀i ∈ I

Bb = b̃

(1.3)

with I ∈ I(x̄).

Proof. Let x̄ be a local optimal solution of (2) and assume that there is a set

I ∈ I(x̄) with x̄ being not optimal for (1.3). Then there exists a sequence {xk}k∈N

of feasible solutions of (1.3) with limk→∞x
k = x̄ and ∥xk − x0∥ < ∥x̄ − x0∥ for

all k.

Consequently x̄ can not be a local optimal solution to (2) since I ∈ I(x̄) implies

that all xk are also feasible for (2).

Conversely, let x̄ be an optimal solution of all problems (1.3) and assume

8



1.3. Optimality via Tangent Cones

that there is a sequence {xk}k∈N of feasible points of (2) with limk→∞x
k = x̄

and ∥xk − x0∥ < ∥x̄− x0∥ for all k. For k sufficiently large the elements of this

sequence satisfy the condition xki > 0 for all i /∈ I(x̄) and due to the feasibility

of xk for (2) there are sets I ∈ I(x̄) such that xk is feasible for problem (1.3)

. Because I(x̄) consists only of a finite number of sets, there is a subsequence

{xkj}j∈N where xkj are all feasible for a fixed problem (1.3) .So we contradict

the optimality of x̄ for this problem (1.3).

Corollary 1.3.1. We can also consider

∥x− x0∥ → minx,b,I

Ax = b

x ≥ 0

xi = 0 ∀i ∈ I

Bb = b̃

I ∈ I(x̄)

(1.4)

to check if x̄ is a local optimal solution of (2). Here the index set I is a

minimization variable. This Problem (1.4) combines all the problems (1.3) into

one problem and means that we have to find a best one between all the optimal

solutions of the problems (1.3) for I ∈ I(x̄).

In what follow we use the notation

TI(x̄) = {d/∃r : Ad = r, Br = 0, di ≥ 0 ∀i ∈ I(x̄) \ I, di = 0 ∀i ∈ I} .

This set corresponds to the tangent cone (relative to x only) to the feasible set

of problem (1.3) at the point x̄. The last lemma obviously implies the following

9



1.4. A Formula for the tangent cone

necessary and sufficient optimality condition.

Lemma 1.3.2. x̄ is a local optimal solution of (1.4) if and only if f ′(x̄, d) ≥ 0

for all

d ∈ T (x̄) := ∪I∈I(x̄)TI(x̄) .

Remark 1.3.3. T (x̄) is the (not necessarily convex) tangent cone (relative x) of

problem (1.4) at the point x̄.

Corollary 1.3.2. The condition I0(x̄) ∈ I(x̄) implies TI0(x̄)(x̄) = T (x̄).

Remark 1.3.4. If f is differentiable at x̄, then saying that f ′(x̄, .) is nonegative

over T (x̄) is obviously equivalent to saying that

f ′(x̄, d) ≥ 0 ∀d ∈ convT (x̄), (1.5)

where the ”conv” indicates the convex hull operator.

1.4 A Formula for the tangent cone

For the verification of the optimality condition (1.5) an explicit formula for the

tangent cone conv T (x̄) is essential. For notational simplicity we suppose I(x̄)

= {1, ..., k} and I0(x̄) = {l + 1, ..., k} with l ≤ k ≤ n. Consequently all feasible

points of (2) sufficiently close to x̄ satisfy xi = 0 for all i ∈ I0(x̄).

10



1.4. A Formula for the tangent cone

We pay attention to this fact and consider the following relaxed problem

∥x− x0∥ → minx,b

Ax = b

xi ≥ 0, i = 1, ..., l

xi = 0, i = l + 1, ..., k

Bb = b̃.

(1.6)

In what follow we use the notation

TR(x̄) = {d|∃r : Ad = r, Br = 0, di ≥ 0, i = 1, ..., l, di = 0, i = l + 1, ..., k}.

This set corresponds to the tangent cone (relative x) of (1.6) at the point x̄.

Since I0 ⊆ I for all I ∈ I(x̄), it follows immediately that

convT (x̄) = coneT (x̄) ⊆ TR(x̄). (1.7)

The point x̄ is said to satisfy the full rank condition, if

span({Ai : i /∈ I(x̄)}) = Rm, (1.8)

where Ai denotes the ith column of the matrix A

For Example;

All non-degenerate vertices of Ax = b, x ≥ 0 satisfy (1.8).

11



Chapter 2

A further study on inverse linear

programming problems

2.1 Inverse LP problem

Given a linear program

(LP )Min cTx

s.t. Ax = b

x ≥ 0

where A ∈ Rm×n,b ∈ Rm and c, x ∈ Rn, and let x0 be a feasible solution, we

consider the problem of changing the cost vector c as less as possible such that x0

becomes an optimal solution of (LP) under the new cost vector c̃. This inverse

problem can be formulated as

12



2.1. Inverse LP problem

(ILP )Min ∥c̃− c∥

s.t. πpj ≤ c̃j, j ∈ J,

πpj = C̃j, j ∈ J

where J = {j|x0j = 0}, J = {j|x0j > 0}, Pj is the j-th column of A, π is a row

vector of dimension m, and ∥.∥ is a vector norm.

Let c̃j = cj + θj -αj, and θj, αj ≥ 0 for j = 1.....n, where θj and αj are respec-

tively the increment and decrement of cj. Notice that in our model θjαj = 0, i.e.

θj and αj can never be positive at the same time. Then problem (ILP) can be

expressed as

Min ∥θ + α∥

s.t. πpj − θj + αj ≤ cj, j ∈ J,

πpj − θj + αj = cj, j ∈ J

θj, αj ≥ 0, j = 1, 2, ..., n

(2.1)

Apparently, problem (2.1) is equivalent to

Min ∥θ + α∥

s.t. πpj − θj ≤ cj, j ∈ J,

πpj − θj + αj = cj, j ∈ J,

θj ≥ 0, j ∈ J ∪ J,

αj ≥ 0, j ∈ J.

(2.2)

Note that the second group of constraints in Eq. (2.2) can be expressed as

−πpj + θj − αj ≥ −cj,

πpj − θj + αj ≥ cj,

(2.3)

13



2.1. Inverse LP problem

which, under the condition θj, αj ≥ 0, imply

−πpj + θj ≥ −cj,

πpj + αj ≥ cj.

(2.4)

On the contrary, if Eq. (2.4) holds, and if θj > 0 then in the optimal solution

αj = 0 and −πpj + θj = −cj,

which ensure the condition (2.3). If αj > 0, we again can derive Eq. (2.3).

Therefore, problem (2.2) is equivalent to

Min ∥θ + α∥

s.t. −πpj + θj ≥ −cj, j ∈ J

−πpj + θj ≥ −cj, j ∈ J

πpj + αj ≥ cj, j ∈ J,

θj ≥ 0, j ∈ J ∪ J,

αj ≥ 0, j ∈ J.

(2.5)

If the LP problem with bounded variables

(BLP)

Min cTx

s.t. Ax = b,

0 ≤ x ≤ u

is concerned, where u is a given nonnegative vector, then for a given feasible

solution x0, the inverse problem can be formulated in a more symmetric form:

14



2.2. The solution of (ILP) under l1 norm

(IBLP)

Min ∥θ + α∥

s.t. −πpj + θj ≥ −cj, j ∈ J ∪ J,

πpj + αj ≥ cj, j ∈ J ∪ J̄ ,

θj ≥ 0, j ∈ J ∪ J,

αj ≥ 0, j ∈ J ∪ J̄ ,

where

J= {j|x0j = 0}, J = {j|0 < x0j < uj}, and J̄ = {j|x0j = uj}.

2.2 The solution of (ILP) under l1 norm

Under the l1 norm, problem (2.5) becomes

(ILP1)

Min
∑n

j=1 θj +
∑

j∈J αj

s.t. −πpj + θj ≥ −cj, j ∈ J ∪ J,

πPj + αj ≥ cj, j ∈ J,

θj ≥ 0, j ∈ J ∪ J,

αj ≥ 0, j ∈ J,

which is a LP problem with the dual

Max −cTx+ cTJ y

s.t. Ax− AJy = 0,

0 ≤ xj ≤ 1, j ∈ J ∪ J,

0 ≤ yj ≤ 1, j ∈ J,

15



2.2. The solution of (ILP) under l1 norm

where Aj is the submatrix of A consisting of the columns pj for j ∈ J , and cJ is

the subvector of c consisting of the components cj for j ∈ J . If we let

zj =


xj, j ∈ J,

xj − yj, j ∈ J,

then the above dual problem can be rewritten as

(DILP1)

Max −cT z

s.t. Az = 0,

0 ≤ zj ≤ 1, j ∈ J,

−1 ≤ zj ≤ 1, j ∈ J.

We now establish the main result of this section which shows that in some special

cases, the optimal solution of the l1 norm inverse problem of problem (LP) can

be obtained from the dual optimal solution.

Theorem 2.2.1. Suppose x0 is a given 0-1 feasible solution of problem (LP)

which has an optimal solution x∗ satisfying 0 ≤ x∗ ≤ 1. Let π∗ be the optimal

solution of its dual problem (DLP). Define vectors θ∗ = 0 and α∗
j = max{0, cj −

π∗pj} for all j ∈ J . Then {π∗, θ∗, α∗} is an optimal solution of the inverse

problem (ILP1).

Proof. The dual of problem (LP) is

16



2.2. The solution of (ILP) under l1 norm

(DLP)

max πb

s.t. πpj ≤ cj, j = 1, 2, ..., n.

We first show that {π∗, θ∗, α∗} is a feasible solution to problem (ILP1). Obvi-

ously, θ∗, α∗ ≥ 0. As π∗ is a feasible solution of problem (DLP), for any j ∈ J∪J ,

−π∗pj + θ∗j = −π∗pj ≥ −cj.

Also, by the definition of α∗
j , for j ∈ J .

π∗pj + α∗
j = π∗pj +max{0, cj − π∗pj} ≥ cj.

So, {π∗, θ∗, α∗} is feasible.

Note that the objective value of problem (ILP1) is
∑

j∈J α
∗
j .

We now prove that {π∗, θ∗, α∗} is an optimal solution. In order to do so it suffices

if we can show that the dual problem (DILP1) has a feasible solution with the

same objective value
∑

j∈J α
∗
j .

Since x∗ and π∗ are respectively the optimal solutions of (LP) and (DLP), by

the complementary slackness condition,

∑
j∈J∪J

(cj − π∗pj)x
∗
j = 0. (2.6)

As x0 is a 0 − 1 vector, for each j ∈ J , x0j = 1. By the definition of α∗
j and the

feasibility of π∗ to problem (DLP), for each j ∈ J , α∗
j = cj − π∗pj. So,

17



2.2. The solution of (ILP) under l1 norm

∑
j∈J

α∗
j =

∑
j∈J

α∗
jx

0
j

=
∑
j∈J

(cj − π∗pj)x
0
j

=
∑

j∈J∪J

(cj − π∗pj)x
0
j

Combining Eqs. (2.6) and above equation., we obtain

∑
j∈J

α∗
j =

∑
jıJ∪J

(cj − π∗pj)(x
0
j − x∗j)

= −cT (x∗ − x0) + π∗A(x∗ − x0)

= −cT (x∗ − x0).

since

x∗j − x0j =


x∗j ∈ [0, 1], if j ∈ J,

x∗j − 1 ∈ [−1, 0], if j ∈ J,

x∗ − x0 is a feasible solution of problem (DILP1) with the objective value

−cT (x∗ − x0). Therefore, (π∗, θ∗, α∗) and x∗ − x0 are, respectively, the optimal

solutions of problems (ILP1) and (DILP1).

18



2.3. The solution of (IBLP) under l1 norm

2.3 The solution of (IBLP) under l1 norm

Under the I1 norm, the inverse problem (ILBP) becomes

(IBLP1)

Min
∑

j∈J∪J θj +
∑

j∈J∪J̄ αj

s.t. −πpj + θj ≥ −cj, j ∈ J ∪ J,

πpj + αj ≥ cj, j ∈ J ∪ J̄ ,

θj ≥ 0, j ∈ J ∪ J,

αj ≥ 0, j ∈ J ∪ J̄

Let A1 and A2 be the submatrices consisting of the columns pj of A, correspond-

ing to j ∈ J∪J and j ∈ J ∪ J̄ , respectively. Then the dual of the above problem

is

Max −
∑

j∈J∪J cjxj +
∑

j∈J∪J̄ cjyj

s.t. A1x− A2y = 0,

0 ≤ xj ≤ 1, j ∈ J ∪ J,

0 ≤ yj ≤ 1, j ∈ J ∪ J̄ .

In what follows we consider a special case of the problem (BLP): u = 1,

i.e. each variable xj has a unit upper-bound: uj = 1. Problem (BLP) becomes

(UBLP)

Min cTx

s.t. Ax = b,

0 ≤ x ≤ 1.

Its dual is

19



2.3. The solution of (IBLP) under l1 norm

(DUBLP)

Max πb− ωl

s.t. πA− ω ≤ CT ,

ω ≥ 0,

in which π ∈ Rm and ω ∈ Rn are two row vectors. Let x0 be a 0-1 feasible

solution of problem (UBLP), then the inverse problem with respect to x0 is

(IUBLP1)

Min
∑

j∈J θj +
∑

j∈J̄ αj

s.t. −πpj + θj ≥ −cj, j ∈ J,

πpj + αj ≥ cj, j ∈ J̄ ,

θj ≥ 0, j ∈ J,

αj ≥ 0, j ∈ J̄ ,

or equivalently,

(IUBLP1’)

Min
∑

j∈J θj +
∑

j∈J̄ αj

s.t. −πpj + θj ≥ −cj, j ∈ J

−πpj − αj + ωj = −cj, j ∈ J̄

θj ≥ 0, j ∈ J,

αj, ωj ≥ 0, j ∈ J̄ .

Obviously the dual of (IUBLP1) is

(DIUBLP1)

Max −
∑

j∈J cjxj +
∑

j∈J̄ cjyj

s.t. AJx− AJ̄y = 0,

0 ≤ xj ≤ 1, j ∈ J,

0 ≤ yj ≤ 1, j ∈ J̄ .
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2.3. The solution of (IBLP) under l1 norm

Or, if we define xj = −yj for j ∈ J̄ , then the dual of the inverse problem can be

expressed as

(DIUBLP1’)

Max −cTx

s.t. Ax = 0

0 ≤ xj ≤ 1, j ∈ J,

−1 ≤ xj ≤ 0, j ∈ J̄ .

We now give a very simple method to obtain an optimal solution of the inverse

problem (IUBLP1).
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Chapter 3

The Inverse Optimal Value

Problem

3.1 Definitions and assumptions

Consider the optimal value function of a linear program in terms of its cost vector

Q(c) := minx{cTx|Ax = b, x ≥ 0}, (1)

where x ∈ Rn. Given a set C ⊆ Rn of the objective cost vectors and a real

number z∗, this project is concerned with the inverse optimization problem of

finding a cost vector from the set C such that the optimal objective value of the

linear program (1) is “close” to z∗. The problem can be formulated as

minc{f(c)|c ∈ C}, (2)

where f(c) := |Q(c)− z∗| if Q(c) ∈ R and f(c) := +∞ if Q(c) ∈ {−∞,+∞}. we

refer to(2) as the inverse optimal value problem. Note that an instance of (2) is
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3.1. Definitions and assumptions

given by specifying the linear programming value function Q, the set of feasible

cost vectors C, and the desired optimal objective value z∗. We shall denote such

an instance by P (Q,C, z∗).

Throughout the rest of this project, we make the following assumptions:

(A1) The feasible region of the linear program {x|Ax = b, x ≥ 0} is non-empty.

(A2) The set of cost vectors C is non-empty, compact, and convex.

(A3) C ∩ C∞ ̸= ∅.

By assumption (A1), we have that Q : Rn → [−∞,+∞).Using strong duality,

we can write

Q(c) = maxπ{πT b|πTA ≤ c}, (3)

and also Cz∗ = {c|∃ π s.t.πTA ≤ c, πT b ≥ z∗} and C∞ = {c| ∃ πs.t.πTA ≤ c}.

The following properties are easily verified.

Proposition 3.1.1. (i) Q(.) is upper-semi-continuous over Rn.

(ii) Q(.) is piece-wise linear, concave and continuous over C∞.

(iii) The sets C∗
z and C∞ are closed and convex

Furthermore, the non-negativity restriction in the linear program (1)

Proposition 3.1.2. Q(.) is non-decreasing over Rn.

Finally, since f(.) is continuous over the non-empty compact set C ∩ C∞,

Proposition 3.1.3. The inverse optimal value problem (2) has a finite optimal

solution.
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3.2. Complexity

3.2 Complexity

Given an integer matrix B ∈ Zm×n, and an integer vector d ∈ Zm, the binary

integer feasibility problem can be stated as follows

An instance of the binary integer feasibility problem is specified by the matrix

vector pair (B, d). We shall denote such an instance by B(B, d).

Lemma 3.2.1. Given an instance B(B, d), we can construct an instance P (Q̂, Ĉ, ẑ∗)

of the inverse optimal value problem, such that B(B, d) has an answer “yes” if

and only if the optimal objective value of P (Q̂, Ĉ, ẑ∗) is zero.

Proof. Given an instance B(B, d) with B ∈ Zm×n, and d ∈ Zm, let us define the

compact polyhedral set

Ĉ : =

{
(c1, c2, c3)

T ∈ R3n|c1 ∈ Rn, c2 ∈ Rn, c3 ∈ Rn,

Bc1 ≤ d, c1 = c2, c3 = e,

0 ≤ c1 ≤ e, 0 ≤ c2 ≤ e

}

and the linear programming value function Q̂ : R3n → R as:

Q̂(c) := min cT1 u− cT2 v + cT3 v

s.t. u+ v ≥ e, u ∈ Rn
+, v ∈ Rn

+,

where e ∈ Rn is a vector of ones. Finally, letting ẑ∗ = 0, we have an instance

P (Q̂, Ĉ ,ẑ∗ of the inverse optimal value problem.

Suppose B(B, d) has an answer “yes,” i.e., there exists x̂ ∈ {0, 1}n such that
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3.2. Complexity

Bx̂ ≤ d. Consider a cost vector ĉ = (c1, c2, c3)
T such that c1 = c2 = x̂ and c3 = e.

Clearly ĉ ∈ Ĉ. Now, note that

Q̂(ĉ) :=
n∑

j=1

min x̂juj + (1− x̂j)vj

s.t.uj + vj ≥ 1, uj, vj ≥ 0

Since x̂j ∈ {0, 1}, we have x̂j = 0 implies vj = 0, and x̂j = 1 implies uj = 0.

Thus Q̂(ĉ) = 0 = ẑ∗ and the optimal objective function in P (Q̂, Ĉ, ẑ∗)is zero.

Now suppose the optimal objective value in P (Q̂, Ĉ, ẑ∗) is zero, i.e., there exists

c̄ ∈ Ĉ such that Q̂(ĉ) = 0. Let c̄ := (ĉ, ĉ, e)T , where ĉ ∈ Rn. Note that

Q̂(c̄) =
∑n

j=1 Q̂j(ĉ),

where

Q̂j(ĉ) = min ĉjuj + (1− ĉj)vj

s.t.uj + vj ≥ 1, uj, vj ≥ 0.

Since 0 ≤ ĉj ≤ 1, the optimal value of the above linear program will satisfy

Q̂j(ĉ) = min{ĉj, 1 − ĉj} for all j. Furthermore, Q̂(c̄) = 0 implies Q̂j(ĉ) = 0

for all j. It then follows that ĉj ∈ {0, 1} for all j. Then, from the fact that

(ĉ, ĉ, e)T ∈ Ĉ, we have that the binary vector x = ĉ provides an affirmative

answer for B(B, d).

Theorem 3.2.1. The inverse optimal value problem is NP-hard.

Proof. Lemma 3.2.1 shows that we can provide an answer to any binary integer
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3.3. Structural Results

feasibility question by constructing and solving an equivalent instance of the

inverse optimal value problem. The claim follows from the fact that the binary

integer feasibility problem is NP-complete, and that the construction in Lemma

3.2.1 is clearly polynomial.

3.3 Structural Results

we describe some structural conditions to reduce the inverse optimal value prob-

lem to well-known optimization problems. Our analysis centers on whether the

set C̄ is empty or non-empty.

Proposition 3.3.1. Suppose C̄ = ϕ. Let c∗ be an optimal solution of

max{Q(c) |c ∈ C}, (4)

then c∗ is an optimal solution of the inverse optimal value problem (2).

Proof. Since Q(c) is upper-semi-continuous over the non-empty, convex, and

compact feasible region C, problem (4) has a well-defined optimal solution. Since

C̄ = ϕ,it follows that Q(c) < z∗ for all c ∈ C. Problem (2) then reduces to (4).

Using the dual representation (3) of Q(c), we can state problem (4) in the above

proposition as:

maxc,π bTπ

s.t. c ∈ C,

πTA− c ≤ 0. (5)

The above problem involves maximizing a linear function over a convex set

for which a variety of efficient algorithms exist. If C is polyhedral, problem (5)
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3.3. Structural Results

is simply a linear program.

Proposition 3.3.2. Suppose C̄ ̸= ϕ. Let c∗ be an optimal solution to

min{Q(c) |c ∈ C̄}, (6)

then c∗ is an optimal solution of the inverse optimal value problem (2).

Lemma 3.3.1. Given any point c∗ ∈ C̄, there exists c′ ∈ [c̄L, c∗] such that

c′ ∈ ∂LC̄.

Proposition 3.3.3. If C̄ ̸= ϕ , then there exists an optimal solution c∗ of the

inverse optimal value problem (2) such that c∗ ∈ ∂LC̄ ∩ Ω(C̄).

Proof. We first argue that the set ∂LC̄ ∩ Ω(C̄) is non-empty.

Let S = argmin{eT c |c ∈ C̄}.

We claim that S ⊆ ∂LC̄.

Suppose it is not true .

Consider c′ ∈ S \ ∂LC̄. Since c′ ∈ C̄,

by Lemma 3.3.1, there exists c′′ ∈ ∂LC̄ such that c′′ < c′, thus eT c′′ < eT c′, and

c′ cannot be in S. Since S ∩ Ω(C̄) ̸= ϕ, we have ∂LC̄ ∩ Ω(C̄) ̸= ϕ.

Now note that by Proposition 3.3.2, problem (2) is equivalent to problem (6).

Consider an optimal solution c∗ to problem (6) such that c∗ /∈ ∂LC̄ ∩ Ω(C̄). By

Lemma 3.3.1, there exists c′ < c∗ such that c′ ∈ ∂LC̄.

By the non-decreasing property of Q(.), we have Q(c′) ≤ Q(c∗), therefore c′ is

also an optimal solution.

By convexity of C̄, we can write c′ =
∑

i∈I λici + (1−
∑

i∈I λi)c0 where I is

an appropriate index set, ci ∈ Ω(C̄) and λi ≥ 0 for i ∈ I,
∑

i∈I λi ≤ 1, and

c0 ∈ ∂LC̄ ∩ Ω(C̄).
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3.4. Conditions for polynomial solvability

Using concavity of Q we have that Q(c′) ≥
∑

i∈I λiQ(ci) + (1−
∑

i∈I λi)Q(c0).

Since Q(c′) ≤ Q(ci) for all i ∈ I, we have that Q(c0) ≤ Q(c′), thus c0 ∈ ∂LC̄ ∩

Ω(C̄) is also an optimal solution for the problem.

3.4 Conditions for polynomial solvability

we state more general conditions guaranteeing easy solvability of the inverse

optimal value problem. In addition to assumptions (A1)-(A3), we shall also

require the following assumption

(A4)C ⊆ C∞.

Assumption (A4) guarantees that the underlying linear program is bounded for

all cost vectors in C. The assumption is trivially satisfied when the feasible

region {x |Ax = b, x ≥ 0} of the underlying LP is bounded.

Proposition 3.4.1. Suppose C̄ ̸= ϕ and c̄L ∈ C. Let c∗ be an optimal solution

to the following problem

min{eT c|c ∈ C̄}. (7)

Then c∗ is an optimal solution to problem (6) and, hence, is an optimal solution

to the inverse optimal value problem (2).

Proof. Consider first the case when c̄L ∈ C̄. Then from Proposition 3.3.3, it

follows that c̄L is an optimal solution to problem (6) (since ∂LC̄ ∩Ω(C̄) = {c̄L})

and,hence, is an optimal solution to the inverse optimal value problem (2). The

claim then follows from noting that in this case c∗ = c̄L is the unique optimal

solution of (7).
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3.4. Conditions for polynomial solvability

Now consider the case that c̄L /∈ C̄. Suppose that the claim is not true. Then

z∗ < Q(c∗). Since c̄L /∈ C̄, we have −∞ < Q(c̄L) < z∗ < Q(c∗) where the first

inequality is a consequence of Assumption (A4). Since c̄L ∈ C, we have that

[c̄L, c∗] ∈ C ∩ C∞. By Proposition 3.1.1(ii) Q(.) is continuous over [c̄L, c∗], so

there exists c′ ∈ (c̄L, c∗) such that Q(c′) = z∗. Then c′ ∈ C̄ and, since clearly

c′ < c∗, we have eT c′ < eT c∗. Therefore c∗ cannot be an optimal solution to (7).

Problem (7) above is equivalent to

minc,π eT c,

s.t. c ∈ C,

πTA− c ≤ 0, πT b ≥ z∗, (8)

and is a convex program with a linear objective, and can be solved quite effi-

ciently.In particular, when C is polyhedral, problem (8) is simply a linear pro-

gram.

Theorem 3.4.1. If c̄L ∈ C, and the convex programs (4) and (7) can be solved

in polynomial time, then the inverse optimal value problem (2) can be solved in

polynomial time.

Proof. If (7) can be solved in polynomial time, then we can verify whether the

convex set C̄ = ϕ in polynomial time. If C̄ ̸= ϕ, then by Proposition 3.4.1,

an optimal solution of (8) is an optimal solution of (2). If C̄ = ϕ, Proposition

3.3.1 implies that an optimal solution to (2) can be found in polynomial time by

solving the convex program (4).
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Chapter 4

Applications to inverse network

optimisation

We know that the shortest path problem from node s to t in a networkN(V,A,C)

can be formulated as a LP problem:

Min
∑

(i,j)∈A cijxij

s.t. −
∑

(i,j)∈A xi,j +
∑

(k,i)∈A xki =


−1, i = s,

0, i ∈ V \ {s, t},

1, i = t, xi,j ≥ 0, (i, j) ∈ A

(4.1)

Note that as the coefficient matrix is the node-edge incidence matrix of the

network, which is totally unimodular, each basic feasible solution must be a 0-1

solution. So, a 0 − 1 optimal solution x∗ exists in which the components with

x∗ij = 1 correspond to a shortest path. Now suppose a path P from s to t is
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given. By defining

x0ij =


1, (i, j) ∈ P,

0, otherwise.

We have a 0 − 1 feasible solution x0 to the above LP problem and thus the

conditions of Theorem 2.2.1 are satisfied. Now the optimal solution of the inverse

shortest path problem in the sense of this project can be obtained very quickly

by using Theorem 2.2.1. In fact the dual of problem (4.1) is

Max πt − πs

s.t πj − πi ≤ cij, (i, j) ∈ A,

and it is well known that πi represents the shortest length from s to i (possibly

plus a constant). Therefore, the algorithm for such type of inverse shortest path

problems consists of the following three steps:

Step 1. Find the shortest distance π∗
i from s to each node i ∈ V .

Step 2. For each (i, j) ∈ P , define

α∗
ij = cij + π∗

i − π∗
j .

Step 3. Let

c̄ij =


cij − α∗

ij, (i, j) ∈ P,

cij, otherwise,

then c̄ is the least-change (under l1 measure) cost vector to make P become a

shortest path from s to t.

Note that when there is a negative cycle in the network, it may not have a
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shortest path from s to t. But the inverse problem is still solvable, because we

can insert the constraints

xij ≤ 1, (i, j) ∈ A,

to problem (4.1), and then to solve the inverse BLP problem.

If the l∞ measure is concerned, for inverse shortest path problem we can first

solve the LP problem:

Min v

s.t. πi − πj + v ≥ −cij, (i, j) ∈ A,

πj − πi + v ≥ cij, (i, j) ∈ P,

obtaining an optimal solution (π∗,v∗), and then the least-change cost vector

under l∞ norm is

c̄ij =


cij + v∗, (i, j) ∈ A π∗

j − π∗
i > cij,

cij − v∗, (i, j) ∈ P πj
∗ − πi

∗ < ci,j,

cij, otherwise.

The inverse minimum spanning tree problem under l∞ norm is especially

simple to solve.

Let N = (V,E, c) be a undirected network and T be a given spanning tree in

N . For each e ∈ E \ T , T ∪ {e} contains a unique cycle. It is easy to know

that in order to let T become a minimum spanning tree, we only need to reduce

the weights on T and increase the weights not on T . In particular, the inverse

problem under l∞ measure can be formulated to:
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(IST∞)

Min max{θe, αj}

s.t. ce + θe ≥ cf − αf , e /∈ T, f ∈ C(T, e),

θe ≥ 0, e /∈ T,

αf ≥ 0, f ∈ T,

where C(T, e) consists of the subset of edges in T which together with e form

the unique cycle in T ∪ {e}.

Using the method , we can change problem (IST∞) to

Min v

s.t. 2v ≥ cf − ce, e /∈ T, f ∈ C(T, e),

v ≥ 0,

without affecting the optimal value. Obviously, the optimal solution (value) of

the above problem is

v∗ = (1
2
)max{0,maxe/∈T maxf∈C(T,e){cf − ce}},

and the least-change cost vector c̄ under the l∞ norm which lets T become the

minimum spanning tree in N is

c̄g =


cg − v∗, g ∈ T,

cg + v∗, g /∈ T,

for each edge g.

33



Conclusion

Inverse linear programming is a versatile tool with real- world applications across

various domains. Its ability to solve complex optimization problems makes it

invaluable for businesses and organizations seeking efficient , cost- effective so-

lutions. Inverse linear programming offers a valuable approach for addressing

various optimization problems where the objective function is known, but the

constraints need to be inferred. By reversing the traditional optimization pro-

cess, inverse linear programming aims to determine the set of constraints that

lead to a given optimal solution. This methodology finds applications in diverse

fields such as economics, engineering, operations research, and finance, where

decision-makers seek to understand the underlying constraints governing a given

optimal outcome. Through techniques such as sensitivity analysis, feasibility

analysis, and convex optimization methods, inverse linear programming provides

insights into the structure and boundaries of feasible regions, facilitating better

decision-making and resource allocation. Furthermore, advancements in compu-

tational algorithms and mathematical modeling have enhanced the efficiency and

scalability of inverse linear programming techniques, enabling their application

to larger and more complex optimization problems. Overall, inverse linear pro-

gramming serves as a valuable tool for reverse-engineering optimization solutions,
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offering practical solutions to real-world decision-making challenges.
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